
UNIVERSIDAD DE BUENOS AIRES

Facultad de Ciencias Exactas y Naturales

Departamento de Matemática
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Métodos simbólicos para sistemas de ecuaciones álgebro-diferenciales

Resumen

Esta tesis está dedicada al estudio de una clase particular de sistemas genéricos de ecuaciones álgebro-diferenciales

ordinarias que surgen en la teorı́a de control no lineal pero que, además, pueden considerarse como ecuaciones que

definen el gráfico de un morfismo diferencial o, simplemente, como una familia de ecuaciones polinomiales con un

miembro genérico. Nos concentramos principalmente en una presentación alternativa de estos sistemas, la repre-

sentación resolvente, introducida en el contexto diferencial por J. F. Ritt. Esta representación puede ser interpretada

como el análogo diferencial del “shape lemma”, una construcción bien conocida de la geometrı́a algebraica, o del

elemento primitivo de extensiones separables de cuerpos o del vector cı́clico de sistemas diferenciales lineales de

primer orden, y está dada por la codificación de los ceros del sistema por los de una única ecuación polinomial dife-

rencial, via una equivalencia birracional. Encontramos cotas superiores para el orden y el grado de los polinomios

involucrados en dicha representación, en términos del grado de una variedad algebraica intrı́nseca definida a partir

de las derivadas, hasta un orden preestablecido, de las ecuaciones del sistema original, y mostramos con un ejem-

plo que estas cotas son óptimas. También exhibimos un algoritmo probabilı́stico que calcula esta representación

resolvente en tiempo polinomial en los parámetros sintácticos naturales y en el grado de la variedad mencionada.

Nuestro enfoque conduce a nuevos resultados adicionales para los sistemas genéricos considerados, concerniendo

dos invariantes discretos bien conocidos: el ı́ndice de diferenciación y la función de Hilbert-Kolchin diferencial.

Primero, damos una definición precisa y puramente algebraica del ı́ndice de diferenciación y mostramos que la

función de Hilbert-Kolchin siempre coincide con el polinomio asociado. Segundo, mostramos un algoritmo prob-

abilı́stico que calcula estos invariantes en tiempo polinomial. Por último, establecemos algunos resultados cuanti-

tativos y algorı́tmicos relativos a bases de trascendencia diferenciales y a variables ı́mplicitas y libres determinadas

por el ı́ndice.

Palabras clave: Álgebra diferencial; Representación resolvente; Teorı́a de eliminación; Algoritmo probabilı́stico;

Straight-line programs; Índice de diferenciación; Función de Hilbert-Kolchin diferencial.
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Symbolic methods for differential algebraic equation systems

Abstract

This thesis is devoted to the study of a particular class of generic ordinary differential algebraic equations systems,

arising in nonlinear control theory, but that can be considered also as the equations defining the graph of a diffe-

rential morphism or, simply, as a family of differential polynomial equations with a generic member. We mainly

focus on an alternative presentation for these systems, the resolvent representation, introduced in the differential

context by J.F. Ritt. This representation may be considered as the differential analogue of the well-known shape

lemma from algebraic geometry or of the primitive element of separable field extensions or of the cyclic vector

for first-order linear differential equations, and is given by the encoding, via a birational equivalence, of the zeros

of the differential system of equations with the zeros of a single polynomial differential equation. We show upper

bounds for the order and the degree of the polynomials involved in this representation, in terms of the degree of an

intrinsic algebraic variety defined from the derivatives of the original equations up to a preestablished order, and

we show with an example that these upper bounds are optimal. We also exhibit a probabilistic algorithm which

computes this resolvent representation within time polynomial in the natural syntactic parameters and the degree

of the variety above mentioned.

Our approach leads us to additional new results for the differential systems we consider, concerning two well-

known discrete invariants: the differentiation index and the Hilbert-Kolchin function. The results are as fol-

lows. First, we give a precise and purely algebraic definition of differentiation index and prove that the diffe-

rential Hilbert-Kolchin function always coincides with its associated polynomial. Second, we give a probabilistic

polynomial-time algorithm for the computation of these two invariants. Finally, some quantitative and algorithmic

results concerning differential transcendence bases and implicit and free variables determined by the index are

established.

Keywords: Differential algebra; Resolvent representation; Elimination theory; Probabilistic algorithms; Straight-

line programs; Differentiation index; Differential Hilbert-Kolchin function.
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Introducción

Las ecuaciones diferenciales han demostrado ser una herramienta de gran utilidad en una amplia variedad

de áreas como la ingenierı́a, la biologı́a o la quı́mica. El tratamiento usual que se da a los sistemas de

ecuaciones diferenciales puede dividirse en dos etapas: la primera consiste en transformar el sistema

en otro equivalente pero de manejo más sencillo y la segunda, en encontrar las soluciones de este nuevo

sistema. Algunas veces, la forma general de estas soluciones pueden ser determinadas desde un principio

pero en la mayorı́a de los casos, la única manera posible de obtener una solución es aplicar alguno de los

distintos métodos numéricos después de simplificar el sistema.

El conjunto de todas las ecuaciones que se pueden deducir de las ecuaciones originales por medio de ma-

nipulaciones algebraicas y derivaciones y que deben ser verificadas por todas las soluciones del sistema

se llama el ideal diferencial asociado al sistema. Un punto clave es encontrar una descripción “simple”

de este ideal. Esta idea fue una de las motivaciones del álgebra diferencial iniciada por J.F. Ritt [52] y

continuada por E.R. Kolchin [38].

La noción de representación resolvente de un ideal diferencial primo en un anillo de polinomios diferen-

ciales fue introducida por Ritt (ver [52, 51]) y ampliada a ideales diferenciales regulares por Cluzeau y

Hubert en [13]. Este concepto es parte del proyecto del Ritt para el desarrollo de una teorı́a algebraica

que permita el tratamiento de ecuaciones álgebro-diferenciales. Sus orı́genes primarios pueden encon-

trarse en los trabajos de Kronecker correspondientes a la parametrización de variedades algebraicas.

(ver [41]). A grandes rasgos, una representación resolvente de un ideal diferencial primo provee una

parametrización de los ceros (genéricos) del ideal por medio de los ceros (genéricos) de un único poli-

nomio diferencial irreducible. Este fenómeno es bastante general y puede ser interpretado en varios con-

textos, a priori diversos: la existencia del elemento primitivo de extensiones de cuerpos separables o de

un vector cı́clico en sistemas diferenciales lineales de primer orden, ası́ también como el “shape lemma”

en el ámbito de la geometrı́a algebraica o analı́tica son ejemplos de “representaciones resolventes”.

Para motivar e ilustrar la noción de representación resolvente que vamos a considerar en este trabajo,
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veamos el siguiente sistema diferencial de cuatro ecuaciones con cuatro incógnitas X1, X2, X3,U:

Ẋ1 = αX1

Ẋ2 = αX2

Ẋ3 = βX3 + UX1

Y = X2 + X3

,

donde α, β ∈ Q, la variable Y es un parámetro y el cuerpo diferencial base del sistema es Q(t) provisto

de la derivación usual, t′ = 1. Llamemos γ := X1 + tX2. Todas las variables del sistema se pueden es-

cribir, realizando operaciones elementales con las ecuaciones originales y sus derivadas, como funciones

racionales en Q(t,Y, Ẏ)(γ, γ̇):

X1 = (1 + tα)γ − tγ̇

X2 = γ̇ − αγ

X3 = Y − γ̇ + αγ

U =
(β − α)γ̇ + (α2 − αβ)γ + Ẏ − βY

−tγ̇ + (1 + tα)γ
.

Además, el elemento γ verifica la ecuación diferencial

γ(2) − 2αγ̇ + α2γ = 0.

A esta relación se la llama la ecuación minimal de γ. El conjunto formado por el polinomio diferencial

irreducible que determina esta ecuación minimal y por los polinomios que representan la escritura de

las variables como funciones racionales es la representación resolvente del sistema y γ, el elemento

primitivo asociado. Más ejemplos de representaciones resolventes pueden encontrarse en la Sección

4.1.2 o en [13].

Este trabajo se concentra en el cálculo de representaciones resolventes de ideales diferenciales primos

asociados a sistemas de ecuaciones diferenciales del siguiente tipo:

(Σ) :=



Ẋ1 = f1(X,U)
...

Ẋn = fn(X,U)

Y1 = g1(X,U, U̇)
...

Yr = gr(X,U, U̇)

donde f1, . . . , fn ∈ k[X,U] son polinomios en las n+m variables X := {X1, . . . , Xn}, U := {U1, . . . ,Um} y

g1, . . . gr ∈ k[X,U, U̇], en variables X,U y en las variables derivadas U̇ := {U̇1, . . . , U̇m}, con coeficientes
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en un cuerpo diferencial k de caracterı́stica cero y con grados totales acotados por un entero d. Las vari-

ables Y := Y1, . . . ,Yr forman un nuevo conjunto de indeterminadas diferenciales que serán consideradas

como parámetros (mientras que las variables X y U son las incógnitas del sistema). Ası́, las últimas r

ecuaciones tienen primer miembro “genérico”. Dado que el conjunto de variables Y es un conjunto de

parámetros, resulta natural considerar el sistema sobre el cuerpo de base k〈Y〉, el menor cuerpo diferen-

cial que contiene a k y a todas las derivadas sucesivas del conjunto Y . Aunque nosotros no supondremos,

como es usual, una situación 0-dimensional diferencial (consideraremos también el caso r estrictamente

menor que m), en un principio asumiremos que las últimas r ecuaciones son “independientes” en cierto

sentido natural cuya definición precisa puede encontrarse en Assumption 5. Esta hipótesis puede ser

levantada preservando esencialmente todos los resultados, como se muestra en la Apéndice A.

Sistemas de ecuaciones algebro-diferenciales como (Σ) pueden ser interpretados desde varios puntos de

vista; por ejemplo, este tipo de sistemas aparecen naturalmente en Teorı́a de Control (ver, entre otros,

[18], [16], [19] y [9, Section 4]) o pueden ser considerados como las ecuaciones que definen el gráfico de

un morfismo diferencial (ver [45]). El sistema (Σ) puede entenderse también como una familia usual de

ecuaciones polinomiales algebro-diferenciales donde el primer miembro parametriza la familia y toma

valores arbitrarios fuera de un conjunto cerrado Zariski propio (ver [53, Section 5.2]). En este último

sentido decimos que el sistema (Σ) es genérico.

Los Resultados

Dado un sistema de ecuaciones diferenciales como (Σ), consideramos el ideal diferencial primo ∆ gene-

rado por los polinomios fi−Ẋi, i = 1, . . . , n, y g j−Y j, j = 1, . . . , r, en el anillo de polinomios diferenciales

k〈Y〉{X,U}.

En este trabajo probamos la existencia de una representación resolvente para el ideal ∆ constituida por

polinomios que involucran derivadas de las variables Y, X y U hasta orden 2n + 2r y cuyos grados están

acotados por el grado de una variedad algebraica V definida por los polinomios input y sus derivadas

hasta orden 2n + 2r − 1 (ver Teoremas 49 y 56). La desigualdad de Bézout implica que deg(V) puede

ser acotada por d2(n+r)2
, donde d es el máximo de los grados de los polinomios fi, i = 1, . . . , n, y g j,

j = 1, . . . , r. Más aún, con el Ejemplo 51, mostramos que estas cotas superiores geométricas son óptimas.

En el caso k = Q(t), también construimos un algoritmo probabilı́stico, con error acotado, que calcula

una representación resolvente de ∆. Si los polinomios input están dados por un straight-line program de

longitud L sobre Q (ver Sección 1.2 para la definición de esta estructura de datos), la complejidad de este

algoritmo es lineal en L y polinomial en n,m, r, d y deg(V) (ver Teorema 61). Observemos que la cota

superior dada por la desigualdad de Bézout para deg(V) induce, en el peor de los casos, una complejidad

simplemente exponencial para nuestro algoritmo. La probabilidad de error del algoritmo está controlada
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por medio del clásico 0-test de Zippel-Schwartz (ver [63] y [56]) conjuntamente con las cotas de grado

que a priori podemos estimar para aquellos polinomios que definen las condiciones de genericidad bajo

las cuales corre nuestro algoritmo (sin necesidad de calcular dichos polinomios, ver Sección 1.2).

Para obtener los resultados mencionados, es necesario el estudio del comportamiento de dos invariantes

discretos bien conocido y asociados al sistema: el ı́ndice de diferenciación del sistema (Σ) y la función

diferencial de Hilbert-Kolchin del ideal ∆. Este estudio indujo, como productos colaterales de nuestros

métodos, el desarrollo de nuevos resultados sobre estos invariantes.

El ı́ndice de diferenciación es un importante invariante asociado a un sistema de ecuaciones algebro-

diferenciales, usualmente definido sólo para sistemas de primer orden 0-dimensionales. Existen dife-

rentes definiciones de ı́ndices de diferenciación que no siempre resultan equivalentes (ver, por ejemplo,

[7], [50], [9], [44], [18], [60], [58]). Nosotros nos concentraremos en el ı́ndice de diferenciación global

(ver [7, Section 2.2]). Informalmente, el ı́ndice de diferenciación denota el numero mı́nimo de veces que

deben derivarse las ecuaciones que forman un sistema álgebro-diferencial para despejar a las derivadas

de las incógnitas como funciones (continuas, diferenciables, analı́ticas, etc.) dependientes de la propias

incógnitas (ver [7, Definition 2.2.2]) y obtener ası́ un sistema explı́cito. En cierto sentido, el ı́ndice

representa una medida de la complejidad de un sistema de ecuaciones álgebro-diferenciales desde el

punto de vista de su resolución numérica: por ejemplo, está estrechamente relacionado con el número de

condición de la matriz de iteración en el método de Runge-Kutta implı́cito (ver [7, Theorem 5.4.1]).

En este trabajo damos una definición precisa de ı́ndice de diferenciación algebraico para sistemas de

ecuaciones álgebro-diferenciales del tipo (Σ), no necesariamente 0-dimensionales (ver Definición 25),

mediante propiedades de estacionalidad que verifican los rangos de ciertas submatrices jacobianas aso-

ciadas a (Σ) desarrolladas en la Sección 2.3 (ver también [58]). Otra definición equivalente del ı́ndice,

en términos de una filtración natural dada por las sucesivas diferenciaciones de las ecuaciones input,

está contenida implı́citamente en el Teorema 26. En particular, esta última formulación muestra que el

ı́ndice de diferenciación es también el número de derivadas necesarias para obtener todas las relaciones

algebraicas que cualquier solución del sistema debe satisfacer.

Como hemos expresado arriba, la noción de ı́ndice de diferenciación está relacionada con la posibilidad

de escribir a las derivadas de las incógnitas como funciones dependientes de las propias incógnitas.

Desafortunadamente, en la mayorı́a de los casos, es imposible obtener este tipo de escritura usando

solamente las ecuaciones originales. Por ejemplo, aún en un caso como el nuestro en el que todas las

ecuaciones tienen orden a lo sumo uno, esta situación particularmente buena y cuya factibilidad está

dada por el Teorema de las Funciones Implı́citas, corresponde a aquellos sistemas cuyo ı́ndice es 0.

Sin embargo, en el caso general, siempre es posible obtener dicha escritura si se utilizan las (tantas

como el ı́ndice) derivadas sucesivas de las ecuaciones. Claramente, el nuevo sistema explı́cito escapa del
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marco de los sistemas polinomiales o racionales. En nuestro caso, damos una descripción, en una forma

polinomial simple, de la versión implı́cita del nuevo sistema y distinguimos a las variables de acuerdo

a las relaciones que satisfacen entre ellas (es decir, “variables libre”, “ variables implı́citas”, etc.). Más

aún, también estimamos cotas superiores para el grado y el orden de estas ecuaciones (Teorema 70) y

mostramos un algoritmo que calcula el nuevo sistema (Proposición 73) dentro del mismos órdenes de

complejidad que los descriptos para la representación resolvente.

E. Kolchin en [38, Chapter II] da por primera vez una definición formal de la función de Hilbert-Kolchin

de un ideal diferencial como una forma de estimar, para cada entero no negativo i, el grado de libertad de

las primeras i derivadas de las incógnitas módulo las relaciones inducidas por las ecuaciones del sistema

original (ver Sección 1.1.2 para una definición precisa). Esta función está estrechamente relacionada con

otros dos invariantes discretos del ideal, su orden y su dimensión diferencial. Estos invariantes ya habı́an

sido considerados en los trabajos de J. Ritt, [52] y [51], y corresponden, respectivamente, al número

de condiciones iniciales y al número de condiciones libres en el conjunto de soluciones del sistema

diferencial asociado con el ideal.

La función de Hilbert-Kolchin, como sucede con la función de Hilbert clásica asociada a ideales poli-

nomiales homogéneos (ver, por ejemplo, [1, Chapter 11]), deviene en un polinomio bien definido, para

argumentos i suficientemente grandes, y en el caso diferencial ordinario este polinomio es extremada-

mente simple ya que su grado es a lo sumo 1. La regularidad de la función de Hilbert-Kolchin es

el primer entero no negativo a partir del cual la función y el polinomio coinciden. Un resultado bien

conocido afirma que esta regularidad puede ser descripta exactamente en términos de los órdenes de los

elementos de un conjunto caracterı́stico asociado a un ranking ordenado (ver la demostración de [38,

Chapter II, Section 12, Theorem 6] o [10, Theorem 3.3]). Aquı́ (ver Teorema 28) mostramos que la

regularidad de la función de Hilbert-Kolchin del sistema (Σ) sobre el cuerpo k〈Y〉 es siempre 0, es decir,

la función de Hilbert-Kolchin y el polinomio asociado coinciden para todo entero i.

Mostramos también un algoritmo probabilı́stico que calcula el ı́ndice de diferenciación del sistema (Σ)

y la función de Hilbert-Kolchin diferencial del ideal ∆ con complejidad polinomial en n,m, r, d y lineal

en L (ver Teorema 37). Este algoritmo funciona a través del cálculo y la comparación de los rangos de

ciertas matrices jacobianas. Este resultado es una extensión natural a una situación de dimensión positiva

del algoritmo que puede encontrarse en [45] para el cálculo de la función de Hilbert-Kolchin.

Nuestro enfoque

Nuestra estrategia global consiste en trasladar un problema diferencial (no noetheriano) en uno alge-

braico (noetheriano) y, en este sentido, el Teorema 26 cumple un rol fundamental. El primer paso que

desarrollamos hacia la obtención de la representación resolvente del ideal ∆ es el cálculo de una base
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de trascendencia diferencial de la extensión de cuerpos diferenciales inducida por nuestro sistema para

poder ubicarnos en una situación 0-dimensional. Luego, mostramos una versión efectiva y algorı́tmica

de la demostración de la existencia del elemento primitivo hecha por Seidenberg (ver [59]) adaptada a

nuestro caso reduciendo ası́ el problema al cálculo de un polinomio eliminante de una variedad en un

contexto algebraico-geométrico. Finalmente, aplicamos un proceso de eliminación basado en los trabajos

[30] y [55] para hacer nuestros cálculos principales.

Desde sus orı́genes en [52], la representación resolvente de los sistemas de ecuaciones diferenciales

polinomiales ha sido enfocada desde un punto de vista efectivo. El tratamiento del tema que propone

Ritt, ası́ como las generalizaciones subsiguientes ([13], [12]), están basadas en técnicas de reescrituras

utilizando bases de Gröbner y conjuntos caracterı́sticos (ver [4], [5] y [6]). En [23] se prueba que, en un

contexto algebraico, el cálculo de la representación resolvente por medio de estos métodos tiene cota de

complejidad simplemente exponencial, pero no existe ningún análisis de complejidad de la contraparte

diferencial del problema en ninguno de los trabajos relacionados con el tema. Sin embargo, los resultados

sobre la complejidad del cálculo de conjuntos caracterı́sticos diferenciales dados en [53] inducen cotas

de complejidad simplemente exponencial para un algoritmo probabilı́stico que calcule la representación

resolvente de los sistemas que estamos considerando (ver [12]).

Vale la pena destacar que, contrario a los métodos utilizados hasta el momento, nuestros algoritmos no

requieren del cálculo de bases de Gröbner ni de conjuntos caracterı́sticos. Nuestro enfoque, basado en

el cálculo de polinomios eliminantes algebraicos, nos permite obtener estimaciones de complejidad en

términos de un invariante geométrico y que resultan ser mucho más precisas que las que sólo dependen

de parámetros sintácticos (ver Sección 51). Este tipo de cotas de complejidad, dependiendo de este tipo

de parámetros, aparecen previamente en varios procesos de eliminación algebraica, por ejemplo, [27],

[30], [28]y [43]. Observamos también que, en términos de los parámetros n,m, r, d, la complejidad de

nuestro algoritmo es de orden (nmr)O(1)dO((n+r)2), mejorando la complejidad del proceso de reescritura

presentado en [53, Theorem 28] que, aplicado a nuestro caso da lugar a una complejidad algo peor, del

orden de (n + r)O((n+m)(n+r))dO((n+m)3(n+r)3).

Estructura de la tesis

Esta tesis se divide en cuatro capı́tulos.

En la primera parte del Capı́tulo 1 recordamos algunas nociones y resultados básicos del álgebra dife-

rencial que serán necesarios a lo largo de todo el trabajo y en la segunda parte presentamos el modelo

algorı́tmico que adoptaremos.
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Al comienzo del Capı́tulo 2, describimos una vez más el sistema de ecuaciones diferenciales que con-

sideraremos y mostramos las primeras propiedades elementales de estos sistemas, de los ideales dife-

renciales asociados y de las extensiones de cuerpos diferenciales relativos a estos ideales. En el mismo

capı́tulo hacemos un estudio detallado del comportamiento de una sucesión de número enteros, asociada

a los rangos de ciertas submatrices jacobianas de las ecuaciones input y sus derivadas. Esta sucesión

induce una definición precisa y puramente algebraica del ı́ndice de diferenciación.

Comenzamos el Capı́tulo 3 mostrando en el Teorema 26 una relación entre el ı́ndice y la variedad de

restricciones del sistema. Este teorema, como ya dijimos, contiene una descripción alternativa del ı́ndice

de diferenciación y provee el resultado clave para el traslado de los problemas diferenciales a un contexto

algebraico “noetheriano”. El resto del capı́tulo está dedicado al cálculo de la función de Hilbert-Kolchin

diferencial del ideal ∆, asociado al sistema (Σ), y de una base de trascendencia diferencial de la extensión

de cuerpos inducida. En realidad, en este capı́tulo, mostramos la existencia y el cálculo de una base de

trascendencia diferencial que verifica una propiedad particular de “buena localización” que nos ahor-

rará trabajo extra en nuestra búsqueda de la representación resolvente y que resultará necesaria para la

descripción alternativa del sistema (Σ) que se deriva de las propiedades del ı́ndice de diferenciación.

Por último, el Capı́tulo 4 está enteramente dedicado a la prueba de la existencia y al cálculo de la rep-

resentación resolvente del ideal ∆ y se divide en tres secciones. En la Sección 4.1 recordamos la noción

de representación resolvente de un ideal diferencial primo y probamos cotas superiores para los órdenes

y los grados de los polinomios involucrados. La Sección 4.2 está destinada al cálculo algorı́tmico de

la representación resolvente y en la Sección 4.3 se encuentra una generalización de estos resultados a

sistemas diferenciales de orden superior.

Este trabajo contiene también tres apéndices.

En el Apéndice A presentamos una generalización de los resultados algorı́tmicos del último capı́tulo

dejando de lado la hipótesis de “independencia” de las últimas r ecuaciones del sistema (Σ), es decir,

dejando de lado Assumption 5, introducida en la Sección 2.1.

El Apéndice B está consagrado a la presentación alternativa del sistema (Σ), en el espı́ritu del Teorema

de las Funciones Implı́citas, que se deduce de los resultados obtenidos sobre el ı́ndice de diferenciación

y a un algoritmo que permite calcular esta representación.

En el Apéndice C presentamos una mejora sobre las cotas de grados obtenidas en el Capı́tulo 4 para

el caso particular y clásico de sistemas de ecuaciones diferenciales explı́citos, de ı́ndice 0, de la forma

Ẋ = F(X) (donde F es una función polinomial del espacio n-dimensional sobre un cuerpo diferencial,

no necesariamente de constantes).
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Introduction

Differential equations have proved to be useful in a broad range of areas such as engineering, biology,

chemistry, etc. The general treatment applied to systems of differential equations is divided in two

different stages: the first one is to transform the system in another one equivalent but easier to handle

and the second one is to find the solutions of this new system. Sometimes one can determine from the

beginning the general form of the solutions but in most cases the only way of obtaining a solution is to

simplify the system and then apply numerical methods.

The set of all the equations that can be deduced from the original system by algebraic manipulations

and derivations and that all the solution of the given system must verify is called the differential ideal

associated to the system. A key point is to find a “simpler” description of this ideal. This idea was the

foundation for the development of differential algebra initiated by J.F. Ritt [52] and followed by E.R.

Kolchin [38].

The notion of a resolvent representation of a prime differential ideal in a ring of differential polynomials

was introduced by Ritt (see [52, 51]) and extended to regular differential ideals by Cluzeau and Hubert

in [13]. This concept is part of Ritt’s project for the development of an algebraic theory for the study of

differential algebraic equations and its primary origins can be traced back to Kronecker’s works on the

parametrization of algebraic varieties (see [41]). Roughly speaking, a resolvent representation of a prime

differential ideal provides a parametrization of the (generic) zeros of the ideal by the (general) zeros of

a single irreducible differential polynomial. This construction can be interpreted in several contexts, a

priori different: the existence of a primitive element of a separable field extensions or of a cyclic vector

of linear first order differential systems, as well as the “shape lemma” in algebraic or analytic geometry

are examples of “resolvent representations”.

In order to illustrate the notion of resolvent representation considered in this work, let us look at the follo-

wing simple differential algebraic system consisting of four equations in the four unknowns X1, X2, X3,U:

Ẋ1 = αX1

Ẋ2 = αX2

Ẋ3 = βX3 + UX1

Y = X2 + X3

,

17



where α, β ∈ Q, the variable Y is regarded as a parameter and the system is considered over the ground

differential field Q(t) equipped with the usual derivation t′ = 1. Set γ := X1 + tX2. Then, all the variables

appearing in the system can be written, using the equations of the system and their derivatives, as rational

functions in Q(t,Y, Ẏ)(γ, γ̇):

X1 = (1 + tα)γ − tγ̇

X2 = γ̇ − αγ

X3 = Y − γ̇ + αγ

U =
(β − α)γ̇ + (α2 − αβ)γ + Ẏ − βY

−tγ̇ + (1 + tα)γ
.

In addition, γ verifies the differential equation

γ(2) − 2αγ̇ + α2γ = 0,

which is called the minimal equation for γ. The set consisting of the irreducible polynomial giving this

minimal equation and those providing the rational identities above is called a resolvent representation of

the system and γ is its associated primitive element. For more examples of resolvent representations see

Section 4.1.2 below or [13].

This present work deals with the computation of resolvent representations of prime differential ideals

associated with certain differential systems of equations of the following type:

(Σ) :=



Ẋ1 = f1(X,U)
...

Ẋn = fn(X,U)

Y1 = g1(X,U, U̇)
...

Yr = gr(X,U, U̇)

where f1, . . . , fn ∈ k[X,U] are polynomials in the n+m variables X := {X1, . . . , Xn} and U := {U1, . . . ,Um}

and g1, . . . gr ∈ k[X,U, U̇], in the variables X,U and the derivatives U̇ := {U̇1, . . . , U̇m}, with coefficients

in a differential field k of characteristic zero and with total degrees bounded by an integer d. The variables

Y := Y1, . . . ,Yr are a new set of differential indeterminates that will be considered as parameters (while

the variables X and U are the unknowns of the system) and thus the last r equations will be considered

as having “generic” first members. Since the variables Y are regarded as parameters, it is natural to con-

sider k〈Y〉, the smaller field containing k and all the successive derivatives of Y , as our ground field and

consider our input system as a system over k〈Y〉. Even if we do not assume, as it is usual, a differential

0-dimensional situation (the case of r being strictly smaller than m will be also considered), we will first
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suppose that the last r equations are “independent” in a suitable natural way defined in Assumption 5.

This hypothesis can be dropped, preserving essentially the results, as we show in Appendix A.

Differential algebraic equations systems like (Σ) can be regarded from several points of view: for in-

stance, this kind of systems arises in Control Theory (see, for instance, [18], [16], [19] and [9, Section

4]) or they may also be interpreted as the equations defining the graph of a differential morphism (see

[45]). The system (Σ) may be viewed as a family of usual polynomial differential algebraic equations

systems where the second member parametrizes the family and takes arbitrary values outside a suitable

proper algebraic Zariski closed set (see [53, Section 5.2]). In this last sense we say that the system (Σ) is

generic.

The Results

Given a system of differential equations like (Σ), we consider the prime differential ideal ∆ generated

by the polynomials fi − Ẋi, i = 1, . . . , n, and g j − Y j, j = 1, . . . , r, in the differential polynomial ring

k〈Y〉{X,U}.

In this work we prove the existence of a resolvent representation for the ideal ∆ consisting of polynomials

which involve derivatives of the variables Y, X and U up to order 2n+ 2r and whose degrees are bounded

by the degree of the algebraic varietyV defined by the input polynomials and their derivatives up to order

2n + 2r − 1 (see Theorems 49 and 56 below). The Bézout inequality implies that deg(V) can always be

bounded by d2(n+r)2
, where d ia an upper bound for the degrees of the polynomials fi, i = 1, . . . , n, and

g j, j = 1, . . . , r. Moreover, we show with an example (Example 51 below) that these geometric upper

bounds are optimal.

When k = Q(t), we also construct a bounded error probability algorithm which computes a resolvent

representation of ∆. If the input polynomials are given by a straight-line program of length L over Q

(see Section 1.2 for the definition of this data structure), the complexity of this algorithm is linear in L

and polynomial in n,m, r, d and deg(V) (see Theorem 61 below). We remark that the upper bound for

deg(V) due to the Bézout inequality leads to a single exponential worst-case complexity bound for our

algorithm. The error probability of the algorithm is controlled by means of the classical Zippel-Schwartz

zero test (see [63] and [56]) together with the degree upper bounds, found a priori, for the polynomials

giving the genericity conditions under which our algorithm works (this can be done without computing

the actual polynomials, see Section 1.2).

In order to obtain the results above mentioned, it is crucial the study of the behavior of two well-known

discrete invariants associated to the system: the differentiation index of the system (Σ) and the differential

Hilbert-Kolchin function of the ideal ∆. This study leads us to the development of new results on these

invariants as collateral products of our methods.
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The differentiation index is an important invariant associated to a differential algebraic equations system

(usually defined only for first order 0-dimensional systems). There are many different, not always equi-

valent, definitions of differentiation indices (see for instance [7], [50], [9], [44], [18], [60], [58]). Here

we are interested in the so-called global differentiation index (see [7, Section 2.2]). Informally speaking,

the differentiation index denotes the minimum number of times that the equations of a given differential

algebraic system must be differentiated in order to determine the derivatives of the unknowns as (contin-

uous, differential, analytic, etc.) functions of the unknowns themselves (see [7, Definition 2.2.2]), thus

obtaining an explicit system. The index represents in some sense a measure of the complexity of the

differential algebraic equation system from the point of view of its numerical resolution: for instance, it

is closely related to the condition number of the iteration matrix in the implicit Runge-Kutta method (see

[7, Theorem 5.4.1]).

In this work we give a precise algebraic definition of the index for differential algebraic equation systems

as (Σ), not necessarily 0-dimensional (see Definition 25 below), by means of certain stationary properties

of the rank of suitable Jacobian submatrices developed in Section 2.3 (see also [58]). Another equivalent

definition of the index, in terms of a quite natural filtration given by the successive differentiation of the

input equations, is implicitly contained in Theorem 26 below. In particular, this last formulation shows

that the differentiation index is, also, the number of derivatives of the equations needed to obtain all the

algebraic relations that any solution of the system must satisfy.

As we have already mentioned, the notion of differentiation index is closely related to the possibility

of writing the derivatives of the unknowns in terms of the unknowns themselves. Unfortunately, in

general, this cannot be done using only the original equations. For example, even if all the equations

have order at most one, as it is our case, this particularly nice situation, which is usually ensured by the

Theorem of Implicit Functions, corresponds to those systems whose associated index is 0. However,

in the general case, by successive differentiations (as many as the index) we can always obtain such a

situation. Evidently, the new explicit system comes out of the frame of the polynomial (or even rational)

systems. In our case, we are able to give an implicit but simple polynomial way to describe the system,

distinguishing the variables by their interrelations (namely, “free variables”, “implicit variables”, etc.).

Moreover, we can estimate degree and order upper bounds for these equations (Theorem 70) and give an

algorithm to compute them (Proposition 73) within the same complexity bounds as the ones described

for the resolvent representation.

The Hilbert-Kolchin function of a differential ideal was formally defined for the first time by E. Kolchin

in [38, Chapter II] in order to estimate, for each non-negative integer i, the degree of freeness of the first

i-derivatives of the unknowns modulo the relations induced by the input equation system (see Section

1.1.2 below for a precise definition). This function is closely related to other two discrete invariants of

the ideal, its differential dimension and its order. These invariants were already considered in the work of
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J. Ritt, [52] and [51], and correspond, respectively, to the number of arbitrary conditions and the number

of initial conditions in the set of solutions of the differential system associated to the ideal.

As it happens for the classical Hilbert function associated to homogeneous polynomial ideals (see for in-

stance [1, Chapter 11]), the Hilbert-Kolchin function becomes a well defined polynomial for sufficiently

big arguments i and, in the ordinary differential setting, this polynomial is extremely simple since its

degree is at most 1. The regularity of the Hilbert-Kolchin function is defined to be the first non-negative

integer from where the function and the polynomial coincide. It is well known that this regularity can

be exactly described in terms of the orders of the elements in a characteristic set associated to any or-

derly ranking (see the proof of [38, Chapter II, Section 12, Theorem 6] or [10, Theorem 3.3]). Here (see

Theorem 28 below) we show that the regularity of the Hilbert-Kolchin function for the system (Σ) over

the field k〈Y〉 is always 0; in other words, the Hilbert-Kolchin function and the associated polynomial

coincide for all integers i.

We also show a probabilistic algorithm for the computation of the differentiation index of the system (Σ)

and the differential Hilbert-Kolchin function of the ideal ∆ within complexity polynomial in n,m, r, d and

linear in L (see Theorem 37). This algorithm works by simple computation and comparison of ranks

of certain Jacobian matrices. This result is a natural extension to a positive-dimensional situation of the

algorithm found in [45] for the computation of the Hilbert-Kolchin function.

Our approach

Our overall strategy consists in translating a differential (non-noetherian) problem into an algebraic

(noetherian) one and in this sense Theorem 26 below plays a fundamental role. In a first step towards the

computation of the resolvent representation of the ideal ∆, we compute a differential transcendence basis

of the differential field extension induced by our system in order to turn to a 0-dimensional differential

situation. Then, we give an effective and algorithmic version of Seidenberg’s proof of the existence of a

primitive element (see [59]) in our situation, reducing the problem to the computation of an eliminating

polynomial in an algebraic-geometric context. Finally, we apply an elimination procedure based on [30]

and [55] to make our main computations.

The approach to differential polynomial equation systems through resolvent representations has been

known to be effective since its origins in [52]. Ritt’s treatment of the subject, as well as its subsequent

generalizations (see, [13], [12]), are based on rewriting techniques, namely Gröbner bases and character-

istic sets (see [4], [5], [6]). Even though a single exponential complexity upper bound was proved in [23]

for the computation of a resolvent representation using these methods in the algebraic (non-differential)

context, no complexity analysis is presented in any of the works concerning its differential counterpart.

However, the complexity results on the computation of characteristic sets in the differential setting given
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in [53] seem to yield single exponential complexity bounds for a probabilistic algorithm computing a

resolvent representation (see [12]) for the specific systems we consider.

We point out that, unlike the previous methods, our algorithms do not require the computation of Gröbner

bases or characteristic sets. Based on the computation of algebraic eliminating polynomials, our ap-

proach enables us to obtain complexity estimates in terms of a geometric invariant, which are more

precise than those depending only on syntactic parameters (see Section 51). Complexity bounds de-

pending on this kind of parameters appeared before in several algebraic elimination procedures (see for

instance [27], [30], [28], [43]). We observe also that, in terms of the parameters n,m, r, d, the com-

plexity of our algorithm is of order (nmr)O(1)dO((n+r)2), improving the complexity of the rewriting pro-

cedure presented in [53, Theorem 28] that, when applied to our particular systems, can be estimated in

(n + r)O((n+m)(n+r))dO((n+m)3(n+r)3).

Structure of the thesis

This thesis is divided in four chapters.

In the first part of Chapter 1 we recall some basic notions and results from Differential Algebra needed

throughout the entire work and in the second part we present the algorithmic model we will adopt.

At the beginning of Chapter 2, we describe once more the systems of differential equations that we will

consider and we show the first elementary facts about them, their associated differential ideals and the

differential field extensions related to these ideals. In this same chapter there is a detailed study of the

behavior of a sequence of integer numbers which are defined in relation to the rank of certain suitable

Jacobian submatrices of the input equations and their derivatives. This sequence leads us to a precise and

purely algebraic definition of the differentiation index.

We start Chapter 3 by showing a relation between the index and the manifold of constraints of the system

in Theorem 26, which, as we have already said, gives an alternative description of the differentiation

index and provides the key result for the translation of differential problems into an algebraic “noethe-

rian” context. The remaining parts of this chapter are concerned with the computation of the differential

Hilbert-Kolchin function of the ideal ∆ associated to the system (Σ) and of a differential transcendence

basis of the induced differential field extension. Actually, in this chapter, we show the existence and

computation of a differential transcendence basis verifying a particular “good localization” property that

will save us extra work in the search of the resolvent representation and that will become necessary for

the alternative description of the system (Σ) derived from the properties of the differentiation index.

Finally, Chapter 4 is devoted to the existence and computation of the resolvent representation of the

ideal ∆ and is divided in three sections. In Section 4.1 we recall the notion of a resolvent representation

of a prime differential ideal and we prove upper bounds for the orders and degrees of the involved
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polynomials. Section 4.2 is devoted to the algorithmic computation of resolvent representations and in

Section 4.3 there is a study of the generalization to higher order systems of differential equations of this

computation.

In addition, this work contains three appendices.

In Appendix A we present a slight generalization of the algorithmic results stated in the last chapter

dropping the hypothesis of “independence” of the last r equation of the system (Σ); that is, dropping

Assumption 5, introduced in Section 2.1.

Appendix B deals with the alternative presentation of the system (Σ) in the spirit of the Theorem of

Implicit Functions, deduced from the results obtained on the differentiation index, together with an algo-

rithm to compute it.

In Appendix C we present an improvement over the degree bounds obtained in Chapter 4 for the classical

particular but important class of explicit square differential algebraic equation systems, with differenti-

ation index 0, of the form Ẋ = F(X) (where F is polynomial map or the n-dimensional space over a

differential field, not necessarily of constants).
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Chapter 1

Preliminaries

In this chapter we will introduce some basic notions from Differential Algebra that will be needed

throughout the whole work and we will also give a brief presentation of the algorithmic model and

data structure we will be using.

1.1 Basic differential algebra

We give here a very brief summary of some basic notions and results from Differential Algebra. This

does not constitute an exhaustive exposition on the subject, we rather concentrate on the concepts we

need for our work. A more complete and detailed account on this topic can be found in [52] and [38].

1.1.1 Differential rings and fields

Before we begin this section, let us establish the following notation: we will write N for the set of natural

numbers {1, 2, . . .} meanwhile N0 will be N ∪ {0}.

We now recall some definitions and basic facts about differential rings and fields.

A derivation δ on a ringA is an additive map δ : A → A satisfying the Leibniz rule

δ(a · b) = δ(a) · b + a · δ(b) for all a, b ∈ A.

A ring (respectively a field) equipped with (at least) a derivation δ is called a differential ring (respectively

a differential field).

We work over rings and fields equipped with a single derivation, that is, ordinary differential rings and

fields, and in the characteristic zero case. If η is an element of the differential ring (A, δ), δ(η) will be

denoted by η̇, and for i ≥ 2, δi(η) will be denoted by η(i).

If (A, δA) and (B, δB) are two differential rings, a ring homomorphism f : A → B is a differential

homomorphism if δB( f (a)) = f (δA(a)) for all a ∈ A.
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An ideal I of a differential ringA is a differential ideal if

δ(a) ∈ I for every a ∈ I.

If Ξ is a subset of A, the differential ideal generated by Ξ (that is, the minimal differential ideal of A

containing Ξ) will be denoted by [Ξ].

A differential field extension E ↪→ G is an extension (E, δE) ↪→ (G, δG) of differential fields such that δE

is the restriction to E of δG.

Let E ↪→ G be a differential field extension. An element ζ ∈ G is said to be differentially algebraic over

E if the family of its derivatives {ζ(l)}l∈N0 (where N0 is the set {0, 1, 2, . . .}) is algebraically dependent

over E; otherwise, it is said to be differentially transcendental over E. The differential extension E ↪→ G

is said to be differentially algebraic if every element of G is differentially algebraic over E.

Given a subset Ξ of G, E〈Ξ〉 will denote the minimal differential subfield of G containing E and Ξ.

A subset Ξ of G is differentially algebraically independent over E if the set {ζ(l) : ζ ∈ Ξ, l ∈ N0} is

algebraically independent over E, and it is called a differential transcendence basis of E ↪→ G if it is a

minimal subset of G such that the differential extension E〈Ξ〉 ↪→ G is differentially algebraic.

All the differential transcendence bases of a differential extension E ↪→ G have the same cardinality

([38, Ch. II, Sec. 9, Th. 4]), which is called the differential transcendence degree of E ↪→ G and will be

denoted by difftrdegE(G).

Given a differential field (E, δ), we introduce the ring of differential polynomials in the indeterminates

Z1, . . . ,Zα over E, E{Z1, . . . ,Zα}, by considering the polynomial ring over E in the infinite set of indeter-

minates ΘZ := {Z(i)
j , i ∈ N0, 1 ≤ j ≤ α} and extending the derivation of E by setting δ(Z(i)

j ) = Z(i+1)
j (for

simplicity δ(Z j) := Ż j).

We will write Z := {Z1, . . . ,Zα} and, for every i ∈ N, Z(i) := {Z(i)
1 , . . . ,Z

(i)
α }.

Thus, for any differential polynomial p lying in a polynomial differential ring E{Z} we define recursively

the l-th derivative p(l) as follows:

p(0) := p,

p(l) := δ(p(l−1)) +
∑

i, j
∂p(l−1)

∂Z(i)
j

Z(i+1)
j , for l ≥ 1,

where δ(p(l−1)) denotes the polynomial obtained from p(l−1) by applying the derivative δ to all its coeffi-

cients (if E is a field of constants, that is, there are no elements in E whose derivatives are not zero, this

term is always zero).

For a polynomial p ∈ E{Z}, we define the order of p with respect to the variable Z j as ord(p,Z j) :=

max{i ∈ N0 : Z(i)
j appears in p}, and the order of p as

ord(p) := max{ord(p,Z j) : 1 ≤ j ≤ n},
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the maximum order of derivation appearing in p.

If I ⊂ E{X} is a prime differential ideal, a subset W ⊂ Z is a maximally independent set modulo I if

I ∩ E{W} = 0 and I ∩ E{W,Z j} , 0 for all Z j < W.

Note that, if we denote by Frac(E{Z}/I) the fraction field of the differential integral domain E{Z}/I, a

maximally independent set modulo I is a differential transcendence basis of the differential extension

E ↪→ Frac(E{Z}/I). Thus, we define the differential dimension of the ideal I, denoted by diffdimE(I), as

the transcendence degree of this extension or, equivalently, as the cardinality of a maximally independent

set modulo I.

Since we will work only with differential field extensions that are fields of fractions of quotients of certain

polynomial rings by a differential prime ideal, we will talk about “differential transcendence basis” even

if we only mean maximally independent set.

1.1.2 Differential Hilbert-Kolchin function

In this Section we will associate to a prime differential ideal I ⊂ E{Z} a numerical function, the diffe-

rential Hilbert-Kolchin function, that reflects some of the properties of the ideal. As it happens with

the classical Hilbert function associated to homogeneous polynomial ideals (see for instance [1, Chap-

ter 11]), this function becomes a well defined polynomial for sufficiently big arguments. Moreover, in

the ordinary differential setting, this polynomial has degree at most 1. This polynomial carries certain

invariants of the ideals with it.

The differential Hilbert-Kolchin function of a prime differential was introduced in [38, Chapter II] and

it provides a way of measuring, for each non-negative integer i, the degree of freeness of the first i-

derivatives of the unknowns modulo the relations induced by the system of equations given by equaling

to zero the generators of the ideal.

Definition 1. Let E be a differential field and let I be a prime differential ideal of E{Z}. The differential

Hilbert-Kolchin function (or differential transcendence function) HI,E : N0 → N0 of I with respect to

the field E is defined as

HI,E(i) := trdegEFrac(E[Z, . . . ,Z(i)]/(I ∩ E[Z, . . . ,Z(i)])),

the transcendence degree of the field extension E ↪→ Frac(E[Z, . . . ,Z(i)]/(I ∩ E[Z, . . . ,Z(i)])).

As we have already mentioned, the behavior of this function resembles that of the Hilbert function from

algebraic geometry: for i ∈ Z big enough we have

HI,E(i) = diffdim(I) (i + 1) + o
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where o, the independent coefficient of this polynomial, is called the order of the ideal I and denoted

by ordE(I). In other words, for i big enough the function H becomes a polynomial of degree one and

the differential dimension of the ideal is its main coefficient. This polynomial is called the differential

Hilbert-Kolchin polynomial of the ideal I.

For a proof of this result we refer to [38, Ch. II, Sec. 12, Th. 6] from where we can also infer that this

equality holds for every i ≥ ordE(I).

If the ideal I is the differential ideal generated by a set Ξ and we consider the differential system of

equations Ξ = 0, then diffdim(I) is the number of variables that can be given any arbitrary value for any

order of derivation meanwhile ordE(I) is the number of initial conditions that can be arbitrarily fixed on

the “tied” variables up to a certain order of derivation.

It is clear from their definitions that, once the ground field has been fixed, the differential Hilbert-Kolchin

function and the differential dimension are invariants of the ideal I and thus, the order of the ideal is also

an invariant. However all these notions depend strongly on the considered ground field, as the following

example shows: let I be the differential ideal [Ẋ1 − Y1], we can see it as an ideal either in Q{X1,Y1} or in

Q〈X1〉{Y1} or even in Q〈Y1〉{X1} and, in each case we have:

HI,Q(i) = (i + 1) + 1, ordQ(I) = 1 and dimdiffQ(I) = 1;

HI,Q〈X1〉(i) = 0, ordQ〈X1〉(I) = 0 and dimdiffQ〈X1〉(I) = 0;

HI,Q〈Y1〉(i) = 1, ordQ〈Y1〉(I) = 1 and dimdiffQ〈Y1〉(I) = 0.

In this example {X1} and {Y1} are two possible differential transcendence basis of the field extension

Q ↪→ Frac(Q{X1,Y1}/I). In either case, if we add to the ground field a differential transcendence basis,

the differential dimension of the ideal is 0, as expected, but the order of the ideal changes depending on

the choice of the basis. In Chapter 3 we will show how to find a differential transcendence basis such that,

once added to the ground field, the order of the ideal is not changed. This way of choosing a differential

transcendence basis will avoid us computations in Chapter 4.

1.2 Data structures and algorithmic model

The algorithms we consider in this paper are described by arithmetic networks over the field Q. An

arithmetic network is represented by means of a directed acyclic graph. The external nodes of the graph

correspond to the input and output of the algorithm. Each of the internal nodes of the graph is associated

with either an arithmetic operation in Q or a comparison (= or ,) between two elements in Q followed

by a selection of another node.

We assume that the cost of each operation and comparison is 1 and so, we define the complexity of the

algorithm as the number of internal nodes of its associated graph.
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Our algorithms work (that is, they compute the desired output) under certain genericity conditions de-

pending on parameters whose values are chosen randomly. In this sense, we say that they are proba-

bilistic. More precisely, each genericity condition is given by a non-zero multivariate polynomial F (not

necessarily explicitly given) such that every a with F(a) , 0 leads to a correct computation. Probability

is introduced by choosing the coordinates of the parameter a at random with equidistributed probability

in a set {0, . . . ,N−1} for a positive integer N, which is achieved by means of a procedure that chooses the

binary digits of an integer at random. The complexity of this procedure is O(log N), where here and in

the sequel, log denotes logarithm in base 2. Thus, the error probability of the algorithm can be estimated

by means of the Zippel-Schwartz zero-test (see [63] and [56]), which states that, under the previous

hypotheses, Prob
(
F(a) = 0

)
≤ deg(F)/N, where deg(F) is the total degree of the polynomial F. This

estimation enables us to reduce the error probability of the algorithm as much as desired by choosing N

big enough.

The objects our algorithms deal with are multivariate polynomials with coefficients in the base field Q.

The data structure we adopt to represent them is the straight-line program without divisions (or slp)

encoding. Roughly speaking, a straight-line program over Q encoding a polynomial f ∈ Q[X1, . . . , Xn]

is a program which enables us to evaluate f at any given point in Qn. Each of the instructions in this

program is an addition, a subtraction or a multiplication between two previously computed elements in

Q[X1, . . . , Xn], or an addition or multiplication by a scalar. The number of instructions in the program is

called the length of the straight-line program. For the precise definitions and basic properties we refer

the reader to [8] (see also [32]).

Let us observe that, from a vector of coefficients of a polynomial f it is easy to obtain a straight-line

program encoding f . The length of this straight-line program is bounded by the number of coefficients

of the polynomial (but, in fact, it can be significatively smaller). Conversely, from a straight-line program

of length L encoding an n-variate polynomial f and a positive integer d which is an upper bound for its

degree, the usual representation of the polynomial as a vector of coefficients can be computed by means of

a straightforward procedure (see, for instance, [8] Lemma 21.25) within complexity do(n)L. This implies

that our algorithm can be adapted so that it could be applied even when the input family is represented

by vectors of coefficients, and also that the standard representation of the output by coefficients can be

obtained with a controlled increase of complexity. However, the use of straight-line programs in the

intermediate computations of the algorithms is crucial in order to avoid a complexity explosion.
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Chapter 2

Differential algebraic equation systems

The extension of the seminal notions and results given by R.E. Kalman in [37] for linear models to

nonlinear systems constitutes one of the mainstream fields of research in differential control theory. In

Kalman’s work we can find a complete description of the properties of the explicit linear models of the

type:  Ẋ = AX + BU

Y = CX

where A, B, and C are constant matrices and X and U are vectors of unknowns.

In this work we will consider systems of equations that are given as differential polynomials (differential

algebraic systems of equations) and we will concentrate on a particular class of these systems of equa-

tions that are a clear generalization of those studied by Kalman. Before we introduce them we will need

the following notation that we will use throughout the paper:

Notation 2. Let K be a differential field and let Z := {Z1, . . . ,Zα} be a differentially algebraically inde-

pendent set over K.

For every i ≥ 0, Z(i) will denote the set Z(i)
1 , . . . ,Z

(i)
α . For simplicity, we will write Z := Z(0) and Ż := Z(1).

Finally, for every i ≥ 0, Z[i] will denote the string of elements Z, Ż, . . . ,Z(i).

We will use a similar notation for differential polynomials:

if H := {H1, . . . ,Hβ} ⊂ K{Z}, for every i ≥ 0, we will write H(i) := H(i)
1 , . . . ,H

(i)
β and H[i] := H, Ḣ, . . . ,H(i),

where H = H(0) and Ḣ = H(1).

We consider then the following system of differential algebraic equations: Ẋ = F(X,U)

Y = G(X,U, U̇)

where X := {X1, . . . , Xn} and U := {U1, . . . ,Um} are two sets of variables (the unknowns) and Y :=

{Y1, . . . ,Yr} is another set of variables that we consider as parameters. From the control theory point of

31



view, the polynomials f1, . . . , fn describe the physical constraints between the state variables X and the

control variables U meanwhile the variables Y are considered as the output of the desired constraints.

Even though these are not exactly the systems one usually finds in the bibliography on the subject of

control theory, we work with them because almost all the classical systems can be viewed as particular

cases. For example, if the polynomials G do not depend on U̇ we have the systems considered in [57]

and letting n = 0 we have the systems studied in [18] and [45].

These systems also appear in the classical theory of higher order differential equations when transfor-

ming them into first order systems considering the derivatives of the unknowns as new variables. Thus,

using this well-known method, we will be able to find a resolvent representation for higher order diffe-

rential systems (see Chapter 4, Section 4.3 below).

2.1 Definitions and basic properties

We now give a precise description of the systems we will be considering and later on we study the first

basic properties concerning them.

Let k be a differential field of characteristic 0 (for instance k = Q or k = Q(t) with the usual derivation)

and let X := {X1, . . . , Xn} and U := {U1, . . . ,Um} be two families of differential indeterminates over k.

Let f1, . . . , fn be polynomials in k[X,U], r a non-negative integer, r ≤ m, and g1, . . . gr polynomials in

k[X,U, U̇]. We introduce a new family of differential indeterminates Y := {Y1, . . . ,Yr} (the parameters)

over the differential fraction field k〈X,U〉 and the “generic” (or parametrized) differential system

(Σ) :=



Ẋ1 = f1(X,U)
...

Ẋn = fn(X,U)

Y1 = g1(X,U, U̇)
...

Yr = gr(X,U, U̇)

(2.1)

We will be mainly concerned with the computation of some discrete invariants of this system (essentially,

the differential Hilbert-Kolchin function of the associated ideal, introduced in Subsection 1.1.2, and the

differentiation index of the system, defined in Section 2.3) and of an alternative presentation of this

system: the resolvent representation, that is, the parametrization of the zeros of the system by the general

zeros of a single irreducible polynomial (see Definition 44 below).

In order to obtain information about this system we start with the study of some basic properties of the
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differential ideal associated to it. Set

Fi := fi − Ẋi ∈ k[X, Ẋ,U] i = 1, . . . , n,

G j := g j − Y j ∈ k[Y, X,U, U̇] j = 1, . . . , r,

and let

[F,G] ⊂ k{Y, X,U}

be the differential ideal generated by set of polynomials F := F1, . . . , Fn and G := G1, . . . ,Gr.

Since the differential ring k{Y, X,U} is (algebraically) non-noetherian there is no hope of finding a finite

sets of generators for the ideal [F,G] so we are forced to establish some kind of relation between this

ideal and several finitely generated algebraic ideals in their corresponding polynomial ring: for every

l ∈ N, we consider the ideal (F[l−1],G[l−1]) ⊂ k[Y [l−1], X[l],U[l]] generated by the (n + r)l polynomials

F1, . . . , Fn,G1, . . . ,Gr, . . . , F
(l−1)
1 , . . . , F(l−1)

n ,G(l−1)
1 , . . . ,G(l−1)

r .

The following notation will be useful in the sequel:

Notation 3. For i = 1, . . . , n, let f̃ (0)
i (X,U) := fi(X,U).

Recursively, for k > 0 and i = 1, . . . , n, let f̃ (k)
i (X,U[k]) be the polynomial obtained by substituting X(l)

h

by f̃ (l−1)
h (1 ≤ h ≤ n, 1 ≤ l ≤ k) in the polynomials f (k)

i (X[k],U[k]) .

In a similar way, we define polynomials g̃(k)
j (X,U[k+1]) by replacing X(l)

h by f̃ (l−1)
h (1 ≤ h ≤ n, 1 ≤ l ≤ k)

in the polynomials g(k)
j (X[k],U[k]).

Due to the particular structure of the polynomials F,G and their derivatives, it is easy to characterize the

quotients k[Y [l−1], X[l],U[l]]/(F[l−1],G[l−1]), for l ∈ N, and k{Y, X,U}/[F,G]:

Remark 4. Let l, i, s, t be positive integers with i ≤ l, 1 ≤ s ≤ n and 1 ≤ t ≤ r, and let pi,s and qi,t be the

ideals of k[Y [l−1], X[l],U[l]] defined as

pi,s := (F,G, F(1),G(1), . . . , F(i−2),G(i−2), F(i−1)
1 , . . . , F(i−1)

s )

qi,t := (F,G, F(1),G(1), . . . , F(i−2),G(i−2), F(i−1),G(i−1)
1 , . . . ,G(i−1)

t ).

In the quotient ring k[Y [l−1], X[l],U[l]]/pi,s, we have that

X( j)
h = f̃ ( j−1)

h for j = 1, . . . i − 1, h = 1, . . . n

and j = i, h = 1, . . . , s

Y ( j)
d = g̃( j)

d for j = 0, . . . , i − 2, d = 1, . . . , r

and similar identities hold in k[Y [l−1], X[l],U[l]]/qi,t. Therefore,

k[Y [l−1], X[l],U[l]]/pi,s ' k[Y (i−1), . . . ,Y (l−1), X, X(i)
s+1, . . . , X

(i)
n , X

(i+1), . . . , X(l),U[l]],

k[Y [l−1], X[l],U[l]]/qi,t ' k[Y (i−1)
t+1 , . . . ,Y

(i−1)
r ,Y (i), . . . ,Y (l−1), X, X(i+1), . . . , X(l),U[l]],
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and so, pi,s and qi,t are prime ideals of k[Y [l−1], X[l],U[l]].

In particular, (F[l−1],G[l−1]) = ql,r is prime (this is a well-known result which holds for any ideal describ-

ing the graph of an application, see, for instance [48, p.33]),

k[Y [l−1], X[l],U[l]]/(F[l−1],G[l−1]) ' k[X,U[l]]

and hence, its Krull dimension is n + (l + 1)m.

The same arguments can be applied to the differential ideal [F, G] ⊂ k{Y, X,U} in order to show that

it is a prime ideal and that the differential ring k{Y, X,U}/[F,G] is isomorphic to the differential ring

k[X]{U} with the derivation induced by Ẋ j := f j(X,U) and X(l)
h = f̃ (l−1)

h where f̃ (l−1)
h are the polynomials

introduced in Notation 3.

Using once more similar arguments, it can also be shown that [ f1− Ẋ1, . . . , fn− Ẋn] is a prime differential

ideal of k{Y, X,U} .

For technical reasons, we will make the following assumption for the time being. In Appendix A we will

show how to remove it.

Assumption 5. The polynomials g1, . . . , gr are differentially algebraically independent as elements of

the ring k{Y, X,U}/[ f1 − Ẋ1, . . . , fn − Ẋn] over the field k.

This assumption is equivalent to the fact that the set of variables Y is differentially algebraically inde-

pendent modulo [F,G] (see also Proposition 7 below). It also allows us to regard the system (2.1) as a

family of differential-algebraic polynomial equations where the Y’s parametrize this family and take ar-

bitrary values outside a suitable proper algebraic Zariski closed set (in this sense, we say that the system

is generic). It seems, then, quite reasonable to regard these variables as elements of an extended ground

field. Thus, we introduce the following

Notation 6. Let

∆ := [F,G] ⊂ k〈Y〉{X,U}

be the differential ideal generated by the polynomials F,G in the differential polynomial ring k〈Y〉{X,U}.

Also, for any l ≥ 0, let Al be the polynomial ring k〈Y〉[X[l],U[l]] and

∆l := (F[l−1],G[l−1]) ⊂ Al ∀ l ≥ 1 and ∆0 = 0 ∈ A0.

The ideals introduce in Notation 6 continue to be prime when considered as ideals over the polynomial

with coefficients in k〈Y〉:

Proposition 7. Under the same notations and assumptions as in Remark 4, we have that:
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• k[Y [l−1]] ∩ pi,s = 0 and the extended ideals k〈Y〉 ⊗ pi,s are prime ideals of the ring Al,

• k[Y [l−1]] ∩ qi,t = 0 and the extended ideals k〈Y〉 ⊗ qi,t are prime ideals of the ring Al

(here, the tensor product denotes scalar extension).

In particular, ∆l = k〈Y〉 ⊗ ql,r is a prime ideal of Al and there is a natural ring inclusion

k[X,U[l]] ' k[Y [l−1], X[l],U[l]]/(F[l−1],G[l−1]) ↪→ Al/∆l.

Proof. Let us prove that k[Y [l−1]] ∩ pi,s = 0 (the result for qi,t follows similarly): if p ∈ k[Y [l−1]] ∩ pi,s,

there exist polynomials aq,h, b j,k ∈ Al satisfying

p(Y [l−1]) =
i−2∑
h=0

n∑
q=1

aq,h F(h)
q +

s∑
q=1

aq,i−1 F(i−1)
q +

i−2∑
k=0

r∑
j=1

b j,k G(k)
j .

Substituting Y (k)
j for g(k)

j (1 ≤ j ≤ r, 0 ≤ k ≤ l − 1) in this identity, we deduce that

p(g1, . . . , gr, ġ1, . . . , ġr, . . . , g
(l−1)
1 , . . . , g(l−1)

r ) ∈ (F[l−1]) ⊂ k[Y [l−1], X[l],U[l]]

and so, the differential independence of the polynomials g1, . . . , gr in the differential extension

k ↪→ Frac(k{Y, X,U}/[F])

(Assumption 5) implies that p = 0.

Therefore, the extensions of the prime ideals pi,s and qi,t to k(Y [l−1])[X[l],U[l]] are also prime ideals; and

the same happens to their extensions to the ring Al, since the Y ( j), with j ≥ l, are transcendental over

k(Y [l−1])[X[l],U[l]].

Finally, it remains to prove the existence of a natural ring inclusion

k[Y [l−1], X[l],U[l]]/(F[l−1],G[l−1]) ↪→ Al/∆l.

Suppose that there is a polynomial q(Y [l−1], X[l],U[l]) ∈ k[Y [l−1], X[l],U[l]] ∩ ∆l. Then, there exist poly-

nomials αq,h, β j,k ∈ Al satisfying

q(Y [l−1], X[l],U[l]) =
l−1∑
h=0

n∑
q=1

αq,h F(h)
q +

l−1∑
k=0

r∑
j=1

β j,k G(k)
j .

The variables Y (t)
k with t ≥ l appear only in the polynomials αq,h and β j,k and we can evaluate them

into suitable values in the field k so that the denominators of the coefficients of this polynomials do not

vanish. After doing this, we obtain that q(Y [l−1], X[l],U[l]) ∈ (F[l−1],G[l−1]) and the inclusion is proved.
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Corollary 8. For every positive integer l, we have that

F,G, F(1),G(1), . . . , F(l−1),G(l−1)

is a regular sequence in Al and the Krull dimension of the ideal ∆l ⊂ Al is (l + 1)(m − r) + n + r.

Proof. The result follows easily from the fact that the polynomial F[l−1],G[l−1] generate a prime ideal

in k[Y [l−1], X[l],U[l]] (Remark 4). This enables the straightforward computation of the dimensions of

the quotient rings k[Y [l−1], X[l],U[l]]/pi,s and k[Y [l−1], X[l],U[l]]/qi,t for every i ≤ l, 1 ≤ s ≤ n and

1 ≤ t ≤ r, which turn to drop successively by one when adding each polynomial of the sequence to the

ideal generator set. Due to Proposition 7, the same happens for the corresponding prime ideals in Al,

which implies that the Krull dimension of the ideal ∆l is equal to the difference between the number of

variables and the number of equations, that is (l + 1)(n + m) − l(n + r) = (l + 1)(m − r) + n + r.

Proposition 7 has a differential (not finitely generated) analogue version:

Proposition 9. Let [F,G] ⊂ k{Y, X,U} as before. Then [F,G] ∩ k{Y} = 0 and the differential ideal

∆ = [F,G] ⊂ k〈Y〉{X,U} is prime.

According to Remark 4 and Proposition 9, [F,G] ⊂ k{Y, X,U} and ∆ ⊂ k〈Y〉{X,U} are both prime

differential ideals and they have the same fraction field:

Notation 10. Let F denote the common fraction field of the integral domains k{Y, X,U}/[F,G] and

k〈Y〉{X,U}/∆.

Assumption 5 and the previous result allow us now to compute the differential transcendence degree of

the differential field extension k〈Y〉 ↪→ F which, by definition, is the differential dimension of the ideal

∆:

Proposition 11. The differential transcendence degree of the differential field extension

k〈Y〉 ↪→ F is m − r.

Proof. Due to Remark 4, there is an isomorphism between F and the differential field k(X)〈U〉 with the

derivation induced by Ẋ j := f j for j = 1, . . . , n, and so,

difftrdegk(F ) = difftrdegk(k(X)〈U〉) = #U = m.

On the other hand, we have that difftrdegk(k〈Y〉) = r.

36



Now, applying [38, Ch. II, Sec. 9, Cor. 2] to the tower of differential fields

F ' k(X)〈U〉

| |

k〈Y〉 ' k〈g̃1, . . . , g̃r〉

| |

k = k

we conclude that difftrdegk〈Y〉(F ) = m − r.

2.2 Associated Jacobian sub-matrices

We introduce now a family of Jacobian matrices and sub-matrices that appear in association to the main

system (2.1). These matrices hide much more information about the system than what meets the eye and

we try here to unveil some of it (see [15] for a generalization of these results to higher order differential

systems).

For the sake of simplicity, and if no confusion arises, we will, in the sequel, denote in the same way a

differential polynomial p in k〈Y〉{X,U}, its class in the factor ring k〈Y〉{X,U}/∆ and the image in k(X)〈U〉

of this class by the isomorphism mentioned in Remark 4, respectively. Similarly, ṗ will denote either the

derivative of p in k〈Y〉{X,U} or its derivative as an element in k(X)〈U〉.

We start by pointing out a basic fact which follows from the results of the previous section and that we

will use several times later:

Remark 12. Let l ∈ N be an arbitrary positive integer. Set Jl ∈ k[X[l],U[l]]l(n+r)×(l+1)(n+m) for the

Jacobian matrix of the polynomials F[l−1],G[l−1] with respect to the variables X[l],U[l].

Let Jl ∈ k(X)〈U〉l(n+r)×(l+1)(n+m) be the matrix with entries in k[X,U[l]] which is obtained by substituting

X(k)
j = f̃ (k−1)

j (see Notation 3) for j = 1, . . . , n and 1 ≤ k ≤ l, in the entries of the matrix Jl.

Then, the matrix Jl ∈ k(X)〈U〉l(n+r)×(l+1)(n+m) has full row rank.

Proof. From Proposition 7 and Corollary 8 the polynomials F[l−1],G[l−1] form a regular sequence in the

ring Al generating a prime ideal ∆l. The Jacobian criterion in the generic point of the prime ideal ∆l

implies that the Jacobian matrix Jl has full row rank over the ring Al/∆l (see [42, Ch. VI, §1, Theorem

1.15]). Since the entries of this matrix belong to the ring k[X[l],U[l]] ⊂ k[Y [l−1], X[l],U[l]], it has also full

row rank if considered over the integral ring k[Y [l−1], X[l],U[l]]/(F[l−1],G[l−1]) ↪→ Al/∆l. The Remark

follows from the natural inclusion k[Y [l−1], X[l],U[l]]/(F[l−1],G[l−1]) ↪→ k(X) < U >.

For the considered differential system (2.1), we introduce a family of sub-matrices constructed from the

(infinite) Jacobian matrix associated to the (infinitely many) polynomials F(l) and G(l) with respect to the

(infinitely many) variables X( j) and U( j) as follows:
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Definition 13. For each k ∈ N and i ∈ N0 let Jk,i ∈ k〈Y〉{X,U}k(n+r)×k(n+m) be the matrix defined as:

Jk,i :=



∂F(i)

∂X(i+1)
∂F(i)

∂U(i+1) 0 0 · · · 0 0

∂G(i)

∂X(i+1)
∂G(i)

∂U(i+1) 0 0 · · · 0 0
...

...
...

...
. . .

...
...

∂F(i+k−1)

∂X(i+1)
∂F(i+k−1)

∂U(i+1)
∂F(i+k−1)

∂X(i+2)
∂F(i+k−1)

∂U(i+2) · · · ∂F(i+k−1)

∂X(i+k)
∂F(i+k−1)

∂U(i+k)

∂G(i+k−1)

∂X(i+1)
∂G(i+k−1)

∂U(i+1)
∂G(i+k−1)

∂X(i+2)
∂G(i+k−1)

∂U(i+2) · · · ∂G(i+k−1)

∂X(i+k)
∂G(i+k−1)

∂U(i+k)


.

That is, Jk,i is the Jacobian matrix of F(i),G(i), . . . , F(i+k−1),G(i+k−1) ∈ k〈Y〉[X[i+k],U[i+k]] with respect to

the variables X(i+1),U(i+1), . . . , X(i+k),U(i+k).

Let Jk,i ∈ k(X)〈U〉k(n+r)×k(n+m) be the matrix with entries in k[X,U[i+k]] which is obtained by substituting

X(k)
j = f̃ (k−1)

j (see Notation 3) for j = 1, . . . , n and 1 ≤ k ≤ i + k, in the entries of the matrix Jk,i.

The matrices Jk,i are strongly related with some important algebraic facts concerning the (algebraic)

ideals ∆l introduced in the previous section (Notation 6):

Proposition 14. Let i ∈ N0 and k ∈ N. Then:

(i) The transcendence degree of the extension Frac(Ai/(∆i+k ∩ Ai)) ↪→ Frac(Ai+k/∆i+k) equals the

dimension (as a k(X)〈U〉-vector space) of the kernel of Jk,i.

(ii) The following identity holds:

trdegk〈Y〉(Frac(Ai/∆i+k ∩ Ai)) = (m − r)(i + 1) + n + r − dimk(X)〈U〉(ker(Jt
k,i))

where Jt
k,i denotes the transpose of the matrix Jk,i.

Proof. In order to prove (i), notice first that the polynomials F[i−1] and G[i−1], that are part of the set of

definition of the ideal ∆i+k, have orders at most i and so they belong to Ai. Then, for any i ∈ N0, the field

Frac(Ai+k/∆i+k) may be considered as the fraction field of the integral domain

R := S[X(i+1), . . . , X(i+k),U(i+1), . . . ,U(i+k)]/(F(i), . . . , F(i+k−1),G(i), . . . ,G(i+k−1))

where S denotes the field Frac(Ai/∆i+k ∩ Ai).

Then, the transcendence degree we want to compute is the difference between the number of columns

and the rank of the Jacobian matrix associated to the S-algebra R, considering this matrix over the

field Frac(R) (see, for instance, [42, Ch. VI, §1, Th. 1.15] or Lemma 38 below). In other words, the

transcendence degree is the dimension, as a Frac(R)-vector space, of the kernel of this Jacobian matrix.

This matrix is exactly the matrix Jk,i.
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To finish the proof of this part, it only remains to see that dimFrac(R) kerJk,i = dimk(X)〈U〉 kerJk,i. For

this, notice that the entries of Jk,i are polynomials in the ring k[X,U[i+k]] ⊂ k(X)〈U〉, which is isomorphic

to k[Y [i+k−1], X[i+k],U[i+k]]/(F[i+k−1],G[i+k−1]). From Proposition 7, there is a natural inclusion from this

last ring in Ai+k/∆i+k and then, the rank of the matrix Jk,i over the fraction field of k[X,U[i+k]] (and

therefore, over k(X)〈U〉) is equal to its rank over the fraction field of Ai+k/∆i+k (namely, Frac(R)). This

finishes the proof of the first part.

For the proof of (ii), we know from Corollary 8 that the Krull dimension of the ideal ∆i+k ⊂ Ai+k, and

hence trdegk〈Y〉(Frac((Ai+k/∆i+k))), is equal to (m − r)(i + k + 1) + n + r. The result follows by conside-

ring the tower of fields

k〈Y〉 ↪→ Frac(Ai/∆i+k ∩ Ai) ↪→ Frac(Ai+k/∆i+k)

and part (i), noticing that dimk(X)〈U〉(ker(Jk,i)) = dimk(X)〈U〉(ker(Jt
k,i)) + k(m − r).

2.3 The rank of matrices Jk,i

We now study more closely some properties related to the behavior of the ranks of the matrices Jk,i.

These ranks contain quantitative information about the considered differential algebraic system. Our aim

here is to understand the behavior when k and/or i run over N and N0 respectively. This will provide

us with information about certain invariants of the system (2.1) (namely, the differential Hilbert-Kolchin

function, its regularity and the so-called differentiation index (see Section 3)).

We introduce a sequence (µk,i)k,i∈N0 of non-negative integers associated with the matrices Jk,i:

Definition 15. For k, i ∈ N0 we define µk,i ∈ N0 as follows:

– µ0,i := 0 for every i ∈ N0.

– For k ≥ 1, µk,i := dimk(X)〈U〉 ker(Jt
k,i).

We focus, for the time being, on the study of some stationarity properties of the sequence (µk,i)k,i. We

begin by comparing the matrices Jk,i for k ∈ N in order to analyze the changes of the sequence (µk,i)k

when the index i is fixed and k moves.

First, let us observe the following recursive relation which holds for every k ≥ 1:

Jk+1,i =



0 0

Jk,i 0 0
...

...
...

...

∂F(i+k)

∂X(i+1)
∂F(i+k)

∂U(i+1) · · · ∂F(i+k)

∂X(i+k+1)
∂F(i+k)

∂U(i+k+1)

∂G(i+k)

∂X(i+1)
∂G(i+k)

∂U(i+1) · · · ∂G(i+k)

∂X(i+k+1)
∂G(i+k)

∂U(i+k+1)


. (2.2)
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When the differential system (2.1) is linear (for instance, if k = Q and the system has the form AU+BU̇ =

Y , with A and B matrices in Qr×m), the matrices Jk,i have a nice Hankel-block type form, but this is not

necessarily our situation. However, there are two main relations arising from their underlying differential

structure which enable us to study properties of this matrices in our (more general) setting:

Proposition 16. Let Z := Z1, . . . ,Zα be differential independent variables and let H be a differential

polynomial in k{Z}. Denote by δ the derivation in k{Z}. For all l, j ∈ N0 the following relation holds:

δ

(
∂H(l)

∂Z( j+1)

)
=
∂H(l+1)

∂Z( j+1) −
∂H(l)

∂Z( j) . (2.3)

In particular, if H ∈ {F,G} and Z ∈ {X,U}, we have that
∂H(l)

∂Z( j+1) = 0 for every j ≥ l + 1, since the order

of H(l) is at most l + 1, and therefore identity (2.3) implies that

∂H(l+1)

∂Z( j+1) =
∂H(l)

∂Z( j) ∀ j ≥ l + 1. (2.4)

Proof. A straightforward consequence of the Chain Rule.

Proposition 16 will be used in the field k(X)〈U〉 after performing the evaluation introduced in Notation

3.

We are now ready to prove the first stationarity property of the sequence (µk,i)k,i:

Proposition 17. For each fixed i ∈ N0, the sequence (µk,i)k∈N0 is non-decreasing and bounded by n + r.

In particular, there exists k ∈ N0 (depending on i), 0 ≤ k ≤ n + r, such that µk,i = µk+1,i.

Proof. The fact that (µk,i)k is a non-decreasing sequence follows immediately from the fact that there is

an inclusion ker(Jt
k,i) × {0} ⊆ ker(Jt

k+1,i) for every k ∈ N.

For every integer k ∈ N0, due to Proposition 14 and Definition 15, we have that

trdegk〈Y〉(Frac(Ai/∆i+k ∩ Ai)) = (m − r)(i + 1) + n + r − µk,i.

Now, since ∆i+k ∩ Ai ⊂ ∆ ∩ Ai,

trdegk〈Y〉(Frac(Ai/∆i+k ∩ Ai)) ≥ trdegk〈Y〉(Frac(Ai/∆ ∩ Ai))

and so, the fact that the differential dimension of ∆ is m − r, that is, any differential transcendence basis

of the extension k〈Y〉 ↪→ F = Frac(k〈Y〉{X,U}/∆) has m − r elements, implies that there are at least

(m − r)(i + 1) variables in Frac(Ai/∆ ∩ Ai) that are algebraically independent over k〈Y〉 and so

trdegk〈Y〉(Frac(Ai/∆ ∩ Ai)) ≥ (m − r)(i + 1).
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We have the inequality

(m − r)(i + 1) + n + r − µk,i ≥ (m − r)(i + 1)

from where we conclude that µk,i ≤ n + r.

Remark 18. It can be proved also that the amount of polynomials of order zero in the original system

(2.1) is a lower bound for the sequence (µk,i)k∈N (see [15] for a proof).

In fact, we are able to show a more precise result than that of Proposition 17: the sequence (µk,i)k is

strictly increasing up to a certain index ki ≤ n + r where it becomes stationary (Theorem 20). A related

result can be found in [58, Proposition 2].

For the sake of simplicity, for the time being, we will use the following notations:

Notation 19. The variables X,U involved in system (2.1) are renamed in the following way:

Zi := Xi for i = 1, . . . , n and Zn+ j := U j for j = 1, . . . ,m

(and the same is done for their corresponding formal derivatives). Analogously, the polynomials are

renamed as:

Hi := Fi for i = 1, . . . , n and Hn+ j := G j for j = 1, . . . , r.

With these notations, the matrix Jk,i from Definition 15 involves exactly the derivatives of the polyno-

mials H(i+p) with respect to the variables Z(i+q), with p = 0, . . . , k − 1 and q = 1, . . . , k conveniently

ordered.

Theorem 20. Let ki ∈ N0 be the minimum of all the k’s in N0 such that µk+1,i = µk,i (this minimum is

well defined by Proposition 17). Then µk,i = µki,i for every k ≥ ki.

Proof. According to Notation 19 we will rename variables and equations as Z := (X,U) and H := (F,G).

The result is clear for ki = 0: in this case, µ1,i = 0, which is equivalent to the fact that the matrix

J1,i =
∂H(i)

∂Z(i+1) has full row rank. Therefore, by relation (2.4) and the triangular form of the matrices Jk,i

(with the same block J1,i in the diagonal), we conclude that Jk,i has full row rank or, equivalently, that

µk,i = 0 for all k.

Now, let us assume that ki ≥ 1. In this case, it suffices to show that the equality µk,i = µk−1,i for an

arbitrary index k ≥ 2, implies µk+1,i = µk,i.

In what is left of this proof, we will write v for a vector in k(X)〈U〉l(n+r) and its description as a block

vector v = (v1, . . . , vl) where v j ∈ k(X)〈U〉n+r for all j = 1, . . . , l.

Due to the recursive relation (2.2), the identity

ker(Jt
k,i) × {0} = ker(Jt

k+1,i) ∩ {vk+1 = 0}
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holds in k(X)〈U〉(k+1)(n+r) for every k ∈ N and so, the equality µk,i = µk+1,i is equivalent to the inclusion

ker(Jt
k+1,i) ⊂ {vk+1 = 0}.

Then, the theorem is a consequence of the following recursive principle:

Claim: For all k ∈ N, ker(Jt
k,i) ⊂ {vk = 0} implies ker(Jt

k+1,i) ⊂ {vk+1 = 0}.

Proof of the Claim.- We will show that if (v1, . . . , vk+1) ∈ ker(Jt
k+1,i) then, the vector

w = (w1, . . . ,wk) ∈ k(X)〈U〉k(n+r)

defined as

wk = vk+1, w j = v j+1 − ẇ j+1, j = k − 1, . . . , 1,

lies in ker(Jt
k,i), which implies the Claim.

Since
∂H(i+`−1)

∂Z(i+ j) = 0 for ` < j, we have that w ∈ ker(Jt
k,i) if and only if the identities

k∑
`= j

w`
∂H(i+`−1)

∂Z(i+ j) = 0

hold over k(X)〈U〉 for every 1 ≤ j ≤ k.

We will proceed recursively for j = k, k − 1, . . . , 1. For j = k, the definition of w and identity (2.4) imply

that

wk
∂H(i+k−1)

∂Z(i+k) = vk+1
∂H(i+k)

∂Z(i+k+1) = 0.

Now, assume that
k∑

`= j+1

w`
∂H(i+`−1)

∂Z(i+ j+1) = 0. Differentiating this identity in k(X)〈U〉 and using identity (2.3)

we get:
k∑

`= j+1

ẇ`
∂H(i+`−1)

∂Z(i+ j+1) +

k∑
`= j+1

w`

(
∂H(i+`)

∂Z(i+ j+1) −
∂H(i+`−1)

∂Z(i+ j)

)
= 0.

This implies that

k∑
`= j

w`
∂H(i+`−1)

∂Z(i+ j) = w j
∂H(i+ j−1)

∂Z(i+ j) +

k∑
`= j+1

ẇ`
∂H(i+`−1)

∂Z(i+ j+1) +

k∑
`= j+1

w`
∂H(i+`)

∂Z(i+ j+1)

=

k∑
`= j+1

(ẇ` + w`−1)
∂H(i+`−1)

∂Z(i+ j+1) + wk
∂H(i+k)

∂Z(i+ j+1)

=

k+1∑
`= j+1

v`
∂H(i+`−1)

∂Z(i+ j+1) =

k+1∑
`=1

v`
∂H(i+`−1)

∂Z(i+ j+1) = 0,

where the second equality follows from identity (2.4) and the third one from the definition of w. This

concludes the proof of the theorem.
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So far, we have studied the behavior of the sequence (µk,i)k for an arbitrary (but fixed) index i ∈ N0. In

the remaining part of the section we will analyze the sequence (µk,i)i fixing the index k ∈ N.

We start exhibiting a (non k(X)〈U〉-linear) bijection between the kernels of the matrices Jk,i and Jk,i+1

for any index k ∈ N.

Lemma 21. Let (v1, . . . , vk) and (w1, . . . ,wk) be arbitrary elements in k(X)〈U〉k(n+m) (here v j and w j are

vectors in k(X)〈U〉n+m for every index j). Then, the function

θ : k(X)〈U〉k(n+m) → k(X)〈U〉k(n+m)

defined as

θ(v1, . . . , vk) = (v1, v2 − v̇1, v3 − v̇2, . . . , vk − v̇k−1)

maps ker(Jk,i+1) into ker(Jk,i).

Moreover, θ is a bijection between ker(Jk,i+1) and ker(Jk,i), whose inverse is given by

θ−1(w1, . . . ,wk) = (w1,w2 + ẇ1,w3 + ẇ2 + w(2)
1 , . . . ,wk + ẇk−1 + · · · + w(k−1)

1 ).

Proof. It is easy to see that θ is a bijection in k(X)〈U〉k(n+m) with the inverse given in the statement of the

Lemma. We first need to show that it maps ker(Jk,i+1) onto ker(Jk,i).

For arbitrary vectors (v1, . . . , vk) and (w1, . . . ,wk) in k(X)〈U〉k(n+m), consider the following two families

of sums (p = 0, . . . , k − 1):

Ep(v) :=
k∑

j=1

∂H(i+1+p)

∂Z(i+1+ j) v j and Dp(w) :=
k∑

j=1

∂H(i+p)

∂Z(i+ j) w j.

Note that v ∈ ker(Jk,i+1) if and only if Ep(v) = 0 for p = 0, . . . , k − 1 and w ∈ ker(Jk,i) if and only if

Dp(w) = 0 for p = 0, . . . , k − 1.

We now compare the vectors Jk,i+1. v and Jk,i. θ(v) for a given vector v = (v1, . . . , vk) in k(X)〈U〉k(n+m).

First, note that E0(v) = D0(v) = D0(θ(v)), since
∂H(i+1)

∂Z(i+1+ j) =
∂H(i)

∂Z(i+ j) = 0 for every j ≥ 2 and θ(v)1 = v1.

Now, for p > 0, we have:

Ep(v) − (Ep−1(v))� =
k∑

j=1

(
∂H(i+1+p)

∂Z(i+1+ j) −

(
∂H(i+p)

∂Z(i+1+ j)

)�)
v j −

k∑
j=1

∂H(i+p)

∂Z(i+1+ j) v̇ j

=

k∑
j=1

∂H(i+p)

∂Z(i+ j) v j −

k+1∑
j=2

∂H(i+p)

∂Z(i+ j) v̇ j−1

=
∂H(i+p)

∂Z(i+1) v1 +

k∑
j=2

∂H(i+p)

∂Z(i+ j) (v j − v̇ j−1) = Dp(θ(v)),

where the second equality follows from identity (2.3) and the third one from the fact that
∂H(i+p)

∂Z(i+1+k) = 0

for p ≤ k − 1.
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These equalities imply straightforwardly that θ maps ker(Jk,i+1) into ker(Jk,i).

In order to prove that it is onto, we may argue recursively: if w ∈ ker(Jk,i), then Dp(w) = 0 for p =

0, . . . , k − 1. Now, E0(θ−1(w)) = E0(w) = D0(w) = 0. Assuming that Ep−1(θ−1(w)) = 0 has already been

proved, we deduce that

Ep(θ−1(w)) = Dp(w) + (Ep−1(θ−1(w)))·

also equals 0. We conclude that θ−1(w) ∈ ker(Jk,i+1).

Even though the bijection θ between ker(Jk,i+1) and ker(Jk,i) shown in the previous Lemma is not a

k(X)〈U〉-linear map, it enables us to prove the following:

Proposition 22. Let k, i ∈ N0 be arbitrary non negative integers. Then µk,i = µk,i+1.

Proof. In order to prove that

µk,i = dimk(X)〈U〉(ker(Jt
k,i)) = dimk(X)〈U〉(ker(Jt

k,i+1)) = µk,i+1,

it is enough to show that Jk,i and Jk,i+1 have the same rank, since they are two matrices of the same size.

For each pair of indices j, t, 1 ≤ j ≤ k and 1 ≤ t ≤ n + m, set

C j,t :=
∂H[i,i+k−1]

∂Z(i+ j)
t

and D j,t :=
∂H[i+1,i+k]

∂Z(i+1+ j)
t

for the corresponding columns of the matrices Jk,i and Jk,i+1, respectively.

Assume that a column D j0,t0 of the matrix Jk,i+1 is a k(X)〈U〉-linear combination of the columns D j,t to

its right. Then, there exist elements α j,t ∈ k(X)〈U〉 such that

D j0,t0 =

n+m∑
t=t0+1

α j0,tD j0,t +

k∑
j= j0+1

n+m∑
t=1

α j,tD j,t,

and so, the vector

v := (
−→
0 , . . . ,

−→
0 ,−α j0 ,−α j0+1, . . . ,−αk) ∈ k(X)〈U〉k(n+m)

belongs to the kernel of the matrix Jk,i+1, where
−→
0 denotes the vector in k(X)〈U〉n+m with all its coordi-

nates equal to 0,

α j0 := (0, . . . , 0, 1, α j0,t0+1, . . . , α j0,k) and α j := (α j,1, . . . , α j,k) for j ≥ j0 + 1.

By Lemma 21, the vector θ(v) belongs to the kernel of Jk,i and, due to the particular form of the applica-

tion θ, it turns out that the column C j0,t0 is a k(X)〈U〉-linear combination of the columns to its right. We

conclude that the rank of Jk,i is lower or equal to the rank of Jk,i+1.

By means of the inverse map θ−1, it can be proved in the same way that the rank of Jk,i+1 is lower or

equal to the rank of Jk,i.
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Remark 23. The following simpler alternative proof of this proposition was kindly suggested by Prof.

F. Ollivier: from [38, Prop. 10, Ch. IV] the integers µk,i and µk,i+1 are, respectively, the differential

dimensions of the ideals generated by the linear equations defined by the matrices Jk,i and Jk,i+1 (equiv-

alently, the transcendence differential degree of the fraction fields of the factor rings). Now, Proposition

22 follows since the bijection θ is actually a differential isomorphism between these fields.

The previous Proposition states that the sequence µk,i does not depend on the index i and so Theorem 20

can be restated as follows:

Corollary 24. There exists a non negative integer σ such that, for any i ∈ N0, µk,i < µk+1,i if k < σ and

µk,i = µσ,i if k ≥ σ.

Proof. Fix an index i ∈ N0. Proposition 22 states that

µki+1,i+1 = µki+1,i and µki,i+1 = µki,i,

and the definition of ki ensures that

µki+1,i = µki,i.

We deduce that

µki+1,i+1 = µki,i+1 and so, ki+1 ≤ ki.

On the other hand, we have that

µki+1,i = µki+1,i+1 = µki+1+1,i+1 = µki+1+1,i

(where the first and third equalities are due to Proposition 22, and the second one is the definition of

ki+1), which implies that ki ≤ ki+1.

The Corollary follows because, for any index i, ki = k0 = σ.

We finish this section by introducing the notion of differentiation index of the system (2.1):

Definition 25. The non negative integer σ of Corollary 24 is called the differentiation index of the system

(2.1).

Note that, due to Proposition 17, we have 0 ≤ σ ≤ n + r. In addition, Corollary 24 states that, for

every i ∈ N0, the differentiation index σ is the smallest non-negative integer where the sequence (µk,i)k

becomes stationary.

For more general first-order differential systems there are many definitions of the differentiation index

(see for instance [9], [44], [18]). The one we will be considering in this work states, roughly speaking,

that it is the minimum number of times that the given differential system must be differentiated in order
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to determine the derivatives of the unknowns as continuous functions of the unknowns themselves. We

will show in Appendix B the relation between these two definitions.

Meanwhile, in the next chapter the differential index will allow us to prove an essential result for changing

from a differential setting to an algebraic one (see Theorem 26 below).
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Chapter 3

Differential Hilbert-Kolchin function and

differential transcendence basis:

quantitative and algorithmic aspects

In the first two sections of this chapter we will apply the properties of the matrices Jk,i established above

to the study of two well-known invariants in our system (2.1):

• the differentiation index,

• the differential Hilbert-Kolchin function.

Then we will focus on the properties that must be satisfied by a differential transcendence basis and

finally we will show the algorithms for all the computations involved.

We begin by showing a relation between contractions of the differential ideal ∆ and contractions of the

algebraic polynomial ideals ∆ j to the polynomial rings Ai (see Notation 6), which is a crucial result to

change from the non-noetherian (differential) context to a noetherian one.

3.1 The differentiation index

For every i ∈ N0, the differentiation index σ (Definition 25) is strongly related with the minimum number

of derivatives of the system (2.1) required to obtain the intersection of the whole differential ideal ∆ with

the polynomial ring Ai, namely those polynomials in ∆ which involve only derivatives up to order i.

Similar versions of the Theorem 26 can be obtained by rewriting techniques following [53, Theorem 27]

(see also [45, Lemma 9]).
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Theorem 26. Let σ ∈ N0 be the differentiation index of the system (2.1). Then, for every i ∈ N0, the

equality of ideals

∆i+σ ∩ Ai = ∆ ∩ Ai

holds in the polynomial ring Ai. Moreover, for every index i ∈ N0, the differentiation index σ verifies:

σ = min{h ∈ N0 : ∆i+h ∩ Ai = ∆ ∩ Ai}.

Note that, since σ ≤ n + r (see also Proposition 17), this theorem ensures that the identity

∆i+n+r ∩ Ai = ∆ ∩ Ai

holds for every index i ∈ N0.

Proof. Fix an index i ∈ N0 and consider the increasing chain of prime ideals in the polynomial ring Ai:

(∆i+k ∩ Ai)k∈N0 .

From Proposition 14 and the definition of the sequence µk,i, for every k ∈ N0, we have that

trdegk〈Y〉(Frac(Ai/∆i+k ∩ Ai)) = (m − r)(i + 1) + n + r − µk,i. (3.1)

Since µk,i is stationary for k ≥ σ (see Theorem 20 and Corollary 24), the previous equality implies that

all the prime ideals ∆i+k ∩ Ai, for k ≥ σ, have the same dimension and thus they coincide.

On the other hand, any finite system of generators of the prime ideal ∆∩ Ai ⊂ Ai belongs to ∆i+k ∩ Ai for

all k big enough. This finishes the proof of the first assertion of the Theorem.

In order to prove the second part of the statement, for each i ∈ N0, let hi be the smallest non-negative inte-

ger such that∆i+hi∩Ai = ∆∩Ai. By the definition of hi, the transcendence degrees trdegk〈Y〉(Frac(Ai/∆i+k∩

Ai)) coincide for k ≥ hi and so, µk,i is constant for k ≥ hi (see identity (3.1) above). This implies that

σ ≤ hi. The equality follows from the first part of the statement and the minimality of hi.

Theorem 26 provides an alternative definition of the differentiation index (see also [45, Section 3.2]). In

particular, the fact that σ is the smallest non-negative integer verifying the identity ∆σ ∩ A0 = ∆ ∩ A0

gives the following interpretation of the differentiation index σ (see [18]):

Corollary 27. If the differentiation index σ of system (2.1) equals 0, there are no constraints on initial

conditions for the system. In the case when σ ≥ 1, the quantity σ−1 is the minimal number of derivatives

of the equations needed to obtain all the relations that the initial conditions should verify (the so-called

“manifold of constraints on initial conditions”).

Another property of the differentiation index, concerning the number of derivatives needed to distinguish

dependent or independent variables, is considered in Appendix B (see Theorem 70 below).
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3.2 The differential Hilbert-Kolchin function

We recall that the differential Hilbert-Kolchin function H∆,k〈Y〉 : N0 → N0 of the differential prime ideal

∆ ⊂ k〈Y〉{X,U} is defined as

H∆,k〈Y〉(i) := trdegk〈Y〉(Frac(Ai/(∆ ∩ Ai)))

for every i ∈ N0. As was already mentioned in the Subsection 1.1.2, it is well known that, for i big

enough, this function coincides with the (degree one) polynomial

H∆,k〈Y〉(i) = (m − r)(i + 1) + ordk〈Y〉(∆),

where ordk〈Y〉(∆) (the order of the ideal) is a non-negative integer depending only on the differential ideal

∆, and that the regularity of the function, that is the first i from where this identity holds, is less or equal

than ordk〈Y〉(∆) (see [38, Ch. II, Sec. 12, Th. 6]). In our case, however, the results obtained so far enable

us to prove a deeper result:

Theorem 28. The differential Hilbert-Kolchin function of the differential ideal ∆ verifies

H∆,k〈Y〉(i) = (m − r)(i + 1) + ordk〈Y〉(∆)

for every i ∈ N0.

Proof. It is enough to show, for every i ∈ N0, that holds

H∆,k〈Y〉(i + 1) = H∆,k〈Y〉(i) + m − r.

Fix an index i ∈ N0. Due to Theorem 26, we have that

∆ ∩ Ai = ∆i+σ ∩ Ai and ∆ ∩ Ai+1 = ∆i+1+σ ∩ Ai+1

and so,

H∆,k〈Y〉(i + 1) = trdegk〈Y〉(Ai+1/(∆i+1+σ ∩ Ai+1))

and

H∆,k〈Y〉(i) = trdegk〈Y〉(Ai/(∆i+σ ∩ Ai)).

Using the results in Proposition 14 we obtain:

H∆,k〈Y〉(i + 1) = (m − r)(i + 2) + n + r − µσ,i+1,

H∆,k〈Y〉(i) = (m − r)(i + 1) + n + r − µσ,i.

Hence, the equality

H∆,k〈Y〉(i + 1) = H∆,k〈Y〉(i) + m − r
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is a consequence of the identity µσ,i+1 = µσ,i given by Proposition 22.

The following Corollary will give us a way of computing the differential Hilbert-Kolchin function and

the order of the ideal ∆ as a straightforward consequence of the computation of the rank of the matrix

Jσ,0 (Definition 13). Similar results can be found in [45].

Corollary 29. As an immediate consequence of the proof of this Theorem one infers that the equalities

H∆,k〈Y〉(i + 1) = (m − r)(i + 1) + n + r − µσ,0

ordk〈Y〉(∆) = n + r − µσ,0.

hold. Moreover if σ is non-zero one has also that

H∆,k〈Y〉(i + 1) = (m − r)(i + 1) + rkk(X)〈U〉(Jσ,0) − (σ − 1)(n + r)

ordk〈Y〉(∆) = n + r − µσ,0 = rkk(X)〈U〉(Jσ,0) − (σ − 1)(n + r) ≤ n + r.

Remark 30. From Remark 18 and the previous corollary we deduce that the order of the ideal ∆

is bounded by the amount of polynomials of order one in the original system (2.1). In particular

ordk〈Y〉(∆) ≤ n + r.

For other bounds for the order of the differential ideal ∆ in terms of the order of the defining equations

see also [52, Ch. VII, p.135], [35] or [15].

3.3 A differential transcendence basis

Here we will show how to obtain a differential transcendence basis of the differential field extension

k〈Y〉 ↪→ F but before we go into this computation we would like to point out that there are bases that have

an additional property that will be useful later. If W is a differential transcendence basis of this extension,

since, by definition of a differential transcendence basis, there are no polynomials in ∆ involving only

the variables W, we can consider the localization of the polynomial ring at W, k〈Y,W〉{{X,U} \W} and

the differential ideal ∆̃ generated by the polynomials F,G in this ring. The order of this new ideal is

not always equal to the order of the original ideal ∆ over the field k〈Y〉 and, moreover, it depends on the

choice of the set W, as we see in the following example.

Consider the system with only one equation Y1 = U1 + U̇2 the differential dimension of the extension

k〈Y〉 ↪→ F is 1 and either {U1} or {U2} may be considered as differential transcendence bases. However,

if the chosen basis is W = {U1} then

ordk〈Y,W〉(∆̃) = H∆̃,k〈Y,W〉(1) = 1 = ordk〈Y〉(∆),

50



meanwhile if W = {U2},

ordk〈Y,W〉(∆̃) = H∆̃,k〈Y,W〉(1) = 0.

Then, the order of an ideal may change after localization in a differential transcendence basis, neverthe-

less it is possible to show that, in our case, there exists a differential transcendence basis that preserves

the order of the ideal ∆ (see Lemma 32 and Proposition 33). When this is the case, we say that the

differential transcendence basis W is a “good” basis. We will make use of this basis again in Appendix

B where we will show another alternative presentation of the system 2.1.

The meaning of the expression “good” basis must be restrained to the purpose of this thesis and it should

not be interpreted in this way in any other context. For instance, the seminal notion of flatness in control

theory corresponds to our “worst” bases, that is the bases W for which k〈W〉 is equal to the whole field

extension associated to the system. For related bibliography on this subject see the classical works G.

Monge [46], D. Hilbert [33], É. Cartan [11], P. Zervos [64] and the most recent ones [20] and [17].

Notation 31. In what follows, we will denote Fi := Frac(Ai/(∆ ∩ Ai)) for every i ∈ N0 and we will use

the same notation for an element of Ai or its class in Fi whenever the ring in which it is considered is

clear from the context.

The fact that Fi ↪→ Fi+1 for every i ∈ N0 allows us to consider any subset of Fi as a subset of F j for

every j ≥ i, which will also be done without changing notations.

The following two results show the existence of a “good” differential transcendence basis and lay the

grounds for the algorithm that computes it.

Lemma 32. Let B ⊂ Ai be any finite set of elements and let ζ ∈ Ai be a polynomial such that its class

ζ ∈ Fi is algebraic over k〈Y〉(B). Then, ζ̇ ∈ Fi+1 is algebraic over k〈Y〉(B ∪ Ḃ), where Ḃ denotes the set

of classes of all derivatives of elements in B.

In particular, if k〈Y〉(B) ↪→ Fi is an algebraic field extension, then k〈Y〉(B∪Ḃ) ↪→ Fi+1 is also algebraic.

Proof. The result is immediate if ζ ∈ B. So, let us consider the case when ζ < B.

Let P ∈ k〈Y〉(B)[T ] be the minimal polynomial of ζ in k〈Y〉(B) ↪→ Fi. Multiplying it by a non-zero

element in k〈Y〉[B], we may assume that P ∈ k〈Y〉[B,T ] and has non-zero leading coefficient as a

polynomial in the variable T .

We have P(B, ζ) ∈ ∆ ∩ Ai, and so Ṗ(B ∪ Ḃ, ζ, ζ̇) ∈ ∆ ∩ Ai+1. Now,

Ṗ(B ∪ Ḃ, ζ, ζ̇) = Q(B ∪ Ḃ, ζ) +
∂P
∂T

(B, ζ) ζ̇

for some polynomial Q.

As degT ( ∂P∂T ) < degT (P), the minimality of P implies that

∂P
∂T

(B, ζ) < ∆
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and so, Ṗ(B∪ Ḃ, ζ,T ) is a non-zero polynomial in k〈Y〉(B∪ Ḃ, ζ)[T ] annihilating ζ̇ in Fi+1. This implies

that ζ̇ is algebraic over k〈Y〉(B ∪ Ḃ, ζ).

Since the field sub-extension

k〈Y〉(B ∪ Ḃ) ↪→ k〈Y〉(B ∪ Ḃ, ζ)

of k〈Y〉(B ∪ Ḃ) ↪→ Fi+1 is algebraic, we conclude that ζ̇ is algebraic over k〈Y〉(B ∪ Ḃ).

Proposition 33. Let s := ordk〈Y〉(∆). There exist disjoint subsets {W1, . . . ,Wm−r} and {ξ1, . . . , ξs} of the

set {X1, . . . , Xn,U1, . . . ,Um} such that

Bi := {W[i]
1 , . . . ,W

[i]
m−r, ξ1, . . . , ξs}

is a transcendence basis of the algebraic field extension k〈Y〉 ↪→ Fi for every i ∈ N0.

Moreover, the set {W1, . . . ,Wm−r} is a “good” differential transcendence basis of the differential field

extension k〈Y〉 ↪→ Frac(k〈Y〉{X,U}/∆).

Proof. Let B0 ⊂ {X1, . . . , Xn,U1, . . . ,Um} be a transcendence basis of k〈Y〉 ↪→ F0.

Then, k〈Y〉(B0) ↪→ F0 is an algebraic field extension and so, due to Lemma 32, the extension

k〈Y〉(B0 ∪ Ḃ0) ↪→ F1

is also algebraic. Hence, B0 ∪ Ḃ0 contains a transcendence basis of F1 over k〈Y〉.

Since B0 is algebraically independent over k〈Y〉, and

trdegk〈Y〉(F1) = m − r + trdegk〈Y〉(F0)

(see Theorem 28), there exists a subset B̃0 ⊂ Ḃ0 with m − r elements such that B1 := B0 ∪ B̃0 is a

transcendence basis of k〈Y〉 ↪→ F1.

Let us denote W1, . . . ,Wm−r the variables whose first derivatives are all the elements in B̃0 (note that

{W1, . . . ,Wm−r} ⊂ B0) and let {ξ1, . . . , ξs} := B0 \ {W1, . . . ,Wm−r}. We will show that, for every i ∈ N,

the set Bi := {W[i]
1 , . . . ,W

[i]
m−r, ξ1, . . . , ξs} is a transcendence basis of k〈Y〉 ↪→ Fi.

The case when i = 1 follows from our previous construction.

Let us assume now that Bi is a transcendence basis of k〈Y〉 ↪→ Fi for a fixed positive integer i ∈ N. Then,

by Lemma 32,

k〈Y〉(Bi ∪ Ḃi) = k〈Y〉(Bi+1 ∪ {ξ̇1, . . . , ξ̇s}) ↪→ Fi+1

is an algebraic field extension.

Now,

k〈Y〉(Bi+1) ↪→ k〈Y〉(Bi+1 ∪ {ξ̇1, . . . , ξ̇s})
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is an algebraic sub-extension of k〈Y〉(Bi+1) ↪→ Fi+1, since each of the elements ξ̇ j is algebraic over

k〈Y〉(B1) ⊂ k〈Y〉(Bi+1). Therefore, k〈Y〉(Bi+1) ↪→ Fi+1 is an algebraic extension and, taking into account

that trdegk〈Y〉(Fi+1) equals the cardinality of Bi+1, we conclude that Bi+1 is a transcendence basis of

k〈Y〉 ↪→ Fi+1.

Finally, since s = ordk〈Y〉(∆) is also the transcendence degree of the extension k〈Y,W〉 ↪→ Fi for any

i ≥ 0, the set {W1, . . . ,Wm−r} is a “good” transcendence basis.

3.4 The algorithms and their complexities

In this section, we present probabilistic algorithms for the computation of the differentiation index, of

the differential Hilbert-Kolchin function of the ideal ∆ and of a “good” differential transcendence basis

of the extension k〈Y〉 ↪→ F following the theoretical results stated in Corollary 29 and Proposition 33.

We start with the description of the algorithms. For technical and algorithmic reasons, we will assume

throughout this section that the based differential field k is the rational effective field Q(t) (with the

standard derivation), and that the polynomials defining system (2.1) have coefficients in Q[t].

Due to the ring inclusion Q(t)[X,U[2n+2r]] ↪→ A2n+2r/∆2n+2r (see Proposition 7), the rank computations

involved in Remark 29 amount to rank computations in the polynomial ring Q[t, X,U[2n+2r]].

First, since our algorithms will deal not only with the input polynomials f , g, which will be encoded by

straight-line programs (slp), but also with their successive derivatives ḟ , ġ, f (2), g(2) and so on, we need to

show a way of computing a slp program for these successive derivatives. As pointed out in [45, Section

5.2], this can be done in the following way:

Lemma 34. Let Z := {Z1, . . . ,Zα} be a set of differential indeterminates over Q(t) and let f ∈ Q[t][Z, Ż]

be a polynomial encoded by a straight-line program of length L. Let ν ∈ N. Then, there exists a straight-

line program of length O(ν2(να + L)) which computes f ( j) for every j < ν.

Proof. Let T be a new variable and, for i = 1, . . . , α, let ηi(T ) :=
∑ν

k=0
Z(k)

i
k! T k. Denote η := (η1, . . . , ηα)

and set S (T ) := f (T + t, η, η̇) ∈ Q[t,Z, Ż, . . . ,Z(ν)][T ]. The chain rule implies that

∂ jS
∂T j = f ( j)(T + t, η, η̇, . . . , η( j+1)) for j = 0, . . . , ν − 1

and so, specializing T = 0, we obtain ∂ jS
∂T j (0) = f ( j)(t,Z, Ż, . . . ,Z( j+1)) for j = 0, . . . , ν − 1. Then, if

S (T ) =
∑ν

j=0 s j(t,Z, Ż, . . . ,Z( j+1))T j, the following identities hold:

f ( j)(t,Z, Ż, . . . ,Z( j+1)) = j! s j(t,Z, Ż, . . . ,Z( j+1)), j = 0, . . . , ν − 1. (3.2)

These identities enable us to obtain an slp for the computation of these polynomials.

First we obtain an slp encoding S (T ) computing:
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• the monomials T k

k! =
T
k

T k−1

(k−1)! for k = 2, . . . , ν recursively with 2ν − 2 operations.

• an slp’s for the polynomials ηi, η̇i for i = 1, . . . , α by multiplying these monomials by the corre-

sponding coefficients Z(k)
i and adding the results. This requires α(4ν − 2) additional operations.

• an slp encoding S (T ) as the composition of the slp encoding f , an slp of length 1 computing T + t,

and those obtained for ηi, η̇i (1 ≤ i ≤ α). The total length of this slp is L := 2ν− 1+α(4ν− 2)+ L.

Then, the procedure described in [39, Lemma 13] is applied to obtain an slp of length ν2L encoding all

the coefficients s j, j = 0, . . . , ν − 1, of S (T ).

Finally, the coefficients s j are multiplied by the corresponding constant factors according to (3.2) in order

to obtain the slp for the polynomials f ( j), j = 0, . . . , ν−1. The total length of the slp obtained is bounded

by 6 ν3α + ν2L.

The rank computations over a polynomial ring involved will be reduced to probabilistic rank computa-

tions over Q by means of the following result:

Lemma 35. Let Z := {Z1, . . . ,Zα} be a set of indeterminates over Q and let A = (Ai j) be a matrix

in Q[Z]p×q whose entries satisfy deg(Ai j) ≤ Di for i = 1, . . . , p. Then, if the coordinates of a point

z := (z1, . . . , zα) are chosen at random in the set {0, . . . ,N − 1}, we have

rankQ[Z](A) = rankQ(A(z))

with error probability bounded by 1
N

∑p
i=1 Di.

Proof. First, let us observe that rankQ(A(z)) ≤ rankQ[Z](A) for every z ∈ Qα.

Now, if rank(A) = s, there is a submatrix of A of size s × s with non-zero determinant P0 ∈ Q[Z]. Since

deg(P0) ≤
∑p

i=1 Di, by the Zippel-Schwartz zero-test (see Section 1.2), if we choose the coordinates of

z := (z1, . . . , zα) at random in the set {0, . . . ,N −1}, we have P0(z) , 0 (and consequently rank(A(z)) = s)

with error probability at most 1
N

∑p
i=1 Di.

This lemma provides a straightforward probabilistic algorithm for the computation of the rank of a poly-

nomial matrix: under the previous assumptions and notations, the algorithm chooses at random the coor-

dinates of the point z in a set of type {0, . . . ,N − 1} for a sufficiently big integer N and computes the rank

of the matrix A(z) ∈ Qp×q applying any of the well-known algorithms for the computation of the rank

of a matrix with rational entries. The random choice of the element z can be made within complexity

O(α log(N)), while the complexity of computing rank(A(z)) may be estimated as O((p + q)3) (see, for

instance, [3, Ch. 2, Sec. 2, Problem 2.10]).

In order to estimate the error probability of our algorithms we will need an upper bound on the degrees

of the polynomials involved:
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Remark 36. For h = 1, . . . , n, j = 1, . . . , r and l ∈ N0, let f̃ (l)
h , g̃(l)

j be the polynomials introduced in

Notation 3. A recursive computation shows that, if deg( fh) ≤ d and deg(g j) ≤ d for every 1 ≤ h ≤ n and

1 ≤ j ≤ r, then, for every l ∈ N0,

deg( f̃ (l)
h ) ≤ d + l(d − 1) and deg(g̃(l)

j ) ≤ d + l(d − 1).

Now, we are ready to prove our algorithmic result on the computation of the differentiation index and the

differential Hilbert-Kolchin function. We keep the same notations and assumptions as in Section 2.1:

Theorem 37. Assume that f1, . . . , fn ∈ Q[t, X,U] and g1, . . . , gr ∈ Q[t, X,U, U̇] have degrees bounded by

d and are encoded by a straight-line program of length L. Then, there is a probabilistic algorithm which

computes, for every ε ∈ (0, 1), the differentiation index σ and the differential Hilbert-Kolchin function of

the ideal ∆ over Q(t)〈Y〉 with error probability bounded by ε within complexity O((log(1/ε)+ log(d))(n+

m)3(n + r)7L).

Proof. According to Definition 25, the invariant σ is the minimum of the set {k ∈ N0 / µk,0 = µk+1,0}

and it can be obtained by comparing the ranks of the matrices Jk,0 for successive values of k ∈ N. The

algorithm finishes, since, from proposition 17, we know that σ ≤ n + r.

Fix k with 0 ≤ k ≤ n + r. From the definition of Jk,0 and Remark 36, we deduce that for l = 0, . . . , k − 1

and j = 1, . . . , n + r, the entries in the (l(n + r) + j)th row of Jk,0 are polynomials in Q[t, X,U[n+r]] with

degrees bounded by d+ l(d−1). Each of this matrices has a submatrix whose determinant is not zero and

we need to choose randomly a point zk where this determinant doesn’t vanish. Since the matrix Jk,0 is a

submatrix of Jk+1,0, we can compute the rank of each of this matrices, by means of Lemma 35, with error

probability bounded by p := 1
N

∑n+r
k=1

∑k−1
l=0 (n + r)(d + l(d − 1)) ≤ 4

N d(n + r)3 considering only one point

z := (zn+r,t, zn+r,X , zn+r,U[n+r]) chosen at random from the set {0, . . . ,N − 1} and where the products of all

the determinants doesn’t vanish. This random choice can be made within complexity O(m(n+ r) log(N)).

Then, once the matrix Jn+r,0(z) is obtained, each one of this ranks can be computed within complexity

O(k3((n + r)3 + (n + m)3) and all of them with O((n + m)3(n + r)4).

In order to compute the entries of the matrices Jn+r,0(z), we proceed as follows: first, we derive slp’s

of length O((n + r)2((n + r) (n + m) + L)) for the polynomials F[n+r−1]
h , G[n+r−1]

j from the slp’s encoding

f1, . . . , fn, g1, . . . , gr, as stated in Lemma 34. The complexity of this step is of order O((n + r)3((n +

r)(n + m) + L)). Then, we compute slp’s for the partial derivatives of these polynomials with respect to

the variables {X,U}[n+r]. The Bauer-Strassen algorithm (see, for instance, [8, Section 7.2]) enables us

to obtain slp’s of length O((n + r)2((n + r) (n + m) + L)) for these partial derivatives within complexity

O((n + r)4((n + r) (n +m) + L)). Now, we obtain an slp of length O(n(n + r)3((n + r) (n +m) + L)) for the

polynomials f̃ (l)
h (1 ≤ h ≤ n, 0 ≤ l ≤ n + r) and then, slp’s of the same order for the entries of Jn+r,0, by

composition. Finally, we compute the entries of Jn+r,0(z) by specializing the slp’s encoding the entries of
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Jn+r,0 into z. This can be done within complexity O(n(n+r)6(n+m)((n+r)(n+m)+L)), which dominates

the complexity of the whole computation.

Thus, we obtain the differentiation index of the ideal ∆ with probability at least 1 − p ≥ 1 − 4
N d(n + r)3

within complexity O(m(n + r) log(N) + (n + m)3(n + r)7L).

To bound the error probability of the algorithm by ε, we take N := d1/εe4d(n+ r)3. With this choice, the

overall complexity of the procedure is of order O((log(1/ε) + log(d))(n + m)3(n + r)7L).

From Remark 29 we have that

H∆,k〈Y〉(i + 1) = (m − r)(i + 1) + rkk(X)〈U〉(Jσ,0) − (σ − 1)(n + r)

and thus from the computation of σ we also obtain the Hilbert-Kolchin function of the ideal ∆ and

ordk〈Y〉(∆).

This finishes the presentation of the algorithm for the computation of the differential Hilbert-Kolchin

function. In order to compute a differential transcendence basis we will use the following well-known

result from commutative algebra:

Lemma 38. Let K be a field of characteristic 0 and let ℘ ⊂ K[Z1, . . . ,Zα] be a prime ideal generated by

polynomials f1, . . . , fs. Set R for the ring K[Z1, . . . ,Zα]/℘ and denote by J ∈ Rs×α the Jacobian matrix

of the system f1, . . . , fs. For j = 1, . . . , α, set JZ j ∈ Rs×(α−1) for the submatrix of J obtained by removing

the column corresponding to derivatives with respect to the variable Z j. Then, Z j ∈ R is transcendental

over K if and only if rankR(JZ j) = rankR(J).

Proof. Assuming that Z j is transcendental modulo ℘, we have inclusions K(Z j) ⊂ R ⊗ K(Z j) ⊂ Frac(R).

Therefore, by the Jacobian criterion (see [42, Ch. VI, §1, Theorem 1.15]), we have

rankR(JZ j) = (α − 1) − trdegK(Z j)(Frac(R)) = α − 1 − (trdegK(Frac(R)) − 1) =

= α − trdegK(Frac(R)) = rankR(J).

To prove the converse, assume that there exists a non-zero polynomial fs+1 ∈ ℘ pure in the variable Z j

with minimal degree. The system f1, . . . , fs, fs+1 is another set of generators of ℘ and then the rank of

the its Jacobian matrix J equals that of the Jacobian matrix J, since both are the codimension of ℘. But

J =



∂ f1
∂Z1

. . .
∂ f1
∂Z j

. . .
∂ f1
∂Zα

... . . .
... . . .

...
∂ fs
∂Z1

. . .
∂ fs
∂Z j

. . .
∂ fs
∂Zα

... . . .
... . . .

...

0 . . .
∂ fs+1
∂Z j

. . . 0


=

 J

0 . . . ∂ fs+1
∂Z j
. . . 0


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and then we have that rankR(J) = rankR(JZ j) + 1. Therefore, rankR(J) = rankR(JZ j) + 1 and so

rankR(JZ j) < rankR(J).

We now show our main result on the computation of a differential transcendence basis. Since the algo-

rithm is based on the results obtained in Proposition 33, it will be clear that the differential basis we will

obtain is a “good” basis.

Theorem 39. There is a probabilistic algorithm which computes, for every ε ∈ (0, 1), a “good” diffe-

rential transcendence basis of Q(t)〈Y〉 ↪→ F with error probability bounded by ε within complexity

O((log(1/ε) + log(d))m(n + m)3(n + r)7L).

Proof. The algorithmic computation of a differential transcendence basis of the differential field exten-

sion k〈Y〉 ↪→ Frac(k〈Y〉{X,U}/∆) follows the procedure underlying the proof of Proposition 33. Let σ

be the differential index and let Jσ and Jσ+1 be the matrices introduced in Remark 12, from this same

Remark these matrices has full row rank.

• In a first step, the algorithm chooses the coordinates of a point z := (zt, zX , zU[σ+1]) at random from

the set {0, . . . ,N − 1} for a sufficiently big integer N and computes rank(Jσ(z)) and rank(Jσ+1(z)).

If these matrices have not full row rank, it returns an error message.

Otherwise, the algorithm proceeds recursively, starting with the set of variablesB0 being the empty

set:

• The set B0 is constructed recursively by adding one variable at a time. In order to determine

whether a subset of variables in F0 is transcendental over the field k〈Y〉, we use the fact that

F0 ↪→ Aσ/∆σ. Thus, the problem amounts to determine whether a subset of variables in a quotient

of a polynomial ring by a prime ideal is transcendental over the base field, which can be done

applying the Lemma 38.

Let us rename for a moment the variables {X1, . . . , Xn,U1, . . . ,Um} as {V1, . . . ,Vn+m}. For k ≤ n+m,

the kth recursive step is as follows: if #B0 < m − r + ord(∆), the algorithm computes the rank of

the matrix Jσ(z)B0∪{Vk} which is obtained by removing the columns of Jσ(z) corresponding to

derivatives with respect to the variables (B0 ∪ {Vk}). If rank(Jσ(z)W∪{Vk}) = rank(Jσ(z)), the

variable Vk is added to the set B0. Otherwise, B0 is not modified. When #B0 = m− r + ord(∆), the

algorithm outputs the set B0.

If the recursion finishes with #B0 , m − r + ord(∆), the algorithm returns an error message.

• The last step is to choose a subset B̃0 ⊂ Ḃ0 with m − r elements such that B1 := B0 ∪ B̃0 is a

transcendence basis of k〈Y〉 ↪→ F1 using that F1 ↪→ Aσ+1/∆σ+1. To do this, the algorithm uses
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the same procedure described above erasing columns of the matrix rank(Jσ+1(z)) and comparing

ranks.

Then, the variables W1, . . . ,Wm−r whose derivatives lie in B̃0 are a “good” differential transcendence

basis of k〈Y〉 ↪→ Frac(k〈Y〉{X,U}/∆).

Now let us estimate the error probability of this procedure: let W be the differential transcendence basis

of Q(t)〈Y〉 ↪→ F computed in this way. Then, the matrix JW
σ which is obtained from Jσ by removing

the columns corresponding to derivatives with respect to the variables W has full row rank, and so, it

has a square submatrix of size (n + r)σ with non-zero determinant P0. The same argument is applied to

Jσ+1 to obtain a non-zero determinant of a submatrix of size (n + r)(σ + 1), P1. Therefore, any point

z := (zt, zX , zU[σ+1]) satisfying P0(z)P1(z) , 0 leads to matrices Jσ(z) and Jσ+1(z) with full row rank for

which the algorithm computes the desired differential transcendence basis. Since deg P0P1 ≤ 4d(n + r)3

(this estimate follows as in the proof of Theorem 37), we conclude that the error probability of the

algorithm is at most 4
N d(n + r)3.

Choosing N := d1/εe4d(n + r)3, the error probability of the algorithm is bounded by ε. The complexity

bound can be obtained as in the proof of Theorem 37.

Remark 40. The algorithm in Theorem 39 probabilistically computes a differential transcendence basis

of Q(t)〈Y〉 ↪→ F , which is also the differentially algebraically independent subset of {X,U} minimal with

respect to the lexicographical ordering of the variables in which

X1 < X2 < · · · < Xn < U1 < U2 < · · · < Um.

But, even if it actually fails to compute this particular basis, any set W output by the algorithm is a

differential transcendence basis of Q(t)〈Y〉 ↪→ F . If the algorithm is unable to obtain a set W with m− r

elements, it will return an error message.

We finish this chapter with a very simple (linear) example that illustrates how the results, obtained here,

apply for the computation of the differential index, the differential Hilbert-Kolchin function and a “good”

differential transcendence basis.

Consider the differential system:

(Σ̃) =

 Y1 = U1 + U̇2 + U̇3

Y2 = U̇1 + U2 + U3

In this case, n = 0, r = 2 and m = 3.

According to Theorem 37, the differential index and the differential Hilbert-Kolchin function of the ideal

∆ = [Y1 −U1 + U̇2 + U̇3,Y2 − U̇1 +U2 +U3] ⊂ k〈Y〉{U} are obtained from the computation of the ranks

of the associated matrices Jk,0 (k ≥ 0).
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The first one of these matrices,

J1,0 =

 0 1 1

1 0 0

 ,
has full row rank 2 and then the dimension of ker(Jt

1,0) = 0.

Following Definition 15 we deduce that µ1,0 = µ0,0 = 0 and so, the differentiation index of this system is

σ = 0 (and µσ,0 = 0).

From this and Corollary 29, we conclude thatHk〈Y〉,∆(i) = (m − r)(i + 1) + n + r − µσ,0 = (i + 1) + 2.

Now we will apply to the system (Σ̃) the algorithm described in Theorem 39, based on the results from

Proposition 33 and Lemma 38, to show how to find a “good” differential transcendence basis of the

differential field extension k〈Y〉 ↪→ Frac(k〈Y〉{U}/∆).

From the computations above, we already know that the differential index σ is 0 and then ∆∩ A0 = ∆0 =

0, the order of the ideal ∆ is 2 and dimdiffk〈Y〉(k〈Y〉{U}/∆) = 1.

Since F0 = Frac(A0/∆ ∩ A0) = Frac(A0) = Frac(k〈Y〉[U1,U2,U3]), the natural choice for the set B0 is

{U1,U2,U3}. The next step is to find a subset B̃0 ⊂ Ḃ0 such that B1 = B0 ∪ B̃0 is a transcendence basis

of the extension k〈Y〉 ↪→ F1 = Frac(A1/∆ ∩ A1) = Frac(A1/∆1). To do this, let us apply Lemma 38 to

the matrix

J1 =

 1 0 0 0 1 1

0 1 1 1 0 0

 .
This matrix has full row rank, and the same remains true when the columns corresponding to either the

variables {U1,U2,U3, U̇2} or the variables {U1,U2,U3, U̇3} are removed. Therefore both {U2} and {U3}

can be considered as differential transcendence bases.

However, the rank of J1 drops when removing the columns corresponding to {U1,U2,U3, U̇1}, this im-

plies that {U1} cannot be chosen as a differential transcendence basis, in fact we have U(2)
1 −U1−Ẏ2+Y1 =

0.
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Chapter 4

Resolvent representation

In his seminal book [52], J.F. Ritt introduced a description of the generic zero of a prime differential

ideal I as the zeros of a single ordinary differential polynomial M in a new variable (primitive element)

obtained as a linear form on the old ones. Moreover, he showed that the generic zero of the original ideal

is birationally equivalent to the general zero of M. Following his terminology, we call this polynomial

M a resolvent. The resolvent together with rational relationships linking the non-singular zeros of M to

the generic zero of the original prime ideal is call a resolvent representation. This type of alternative

description of the generic zeros of a prime ideal in the purely algebraic context can be trace back to the

work of Kronecker [41]. In other words, with a resolvent representation, finding all the solutions of the

initial differential system boils down to solving a single independent equation, that is, the resolvent.

The main goal of this chapter is the computation of a resolvent representation of the ideal ∆ (see Defini-

tion 6) associated to the system (2.1).

The beginning of the first section of this chapter is concerned with the notions of a primitive element of a

differentially algebraic field extension and that of a resolvent representation of a prime differential ideal

in general. We present these concepts following [59] in Subsection 4.1. In the remaining subsections, we

study quantitative aspects, namely order and degree of these objects, for our particular system (2.1). The

following section is devoted to the construction of a probabilistic algorithm for the computation of the

resolvent representation. The final section studies a generalization of these results to the case of systems

of higher order.

4.1 Existence of a primitive element and a resolvent representation

We recall here the notion of primitive element of a finite differentially algebraic field extension and the

closely related concept of resolvent representation of a prime differential ideal.

Let K be a differential field with char(K) = 0 containing a non-constant element ξ (i.e. ξ̇ , 0), and let
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Z := {Z1, . . . ,Zα} be a set of differential indeterminates over K. Let I be a prime differential ideal of

K{Z} with diffdim(I) = 0. Set F := Frac(K{Z}/I) and consider the differential field extension K ↪→ F .

Then, a differential analogue of the well-known theorem of the primitive element holds (see [52] and

[59]).

Let us recall that, as we stated at the beginning of Section 2.2, we are denoting in the same way a

differential polynomial in a differential polynomial ring, its class in the quotient ring by a differential

prime ideal and the image in its field of fractions.

We include here a slightly modified version of Seidenberg’s proof since the arguments therein are useful

for several effective results we will prove later.

Theorem 41. (see also [59, Theorem 1]) With the previous assumptions and notations, there exists γ ∈ F

such that F = K〈γ〉. Moreover, γ ∈ K{Z} can be chosen as a linear combination γ = λ1Z1 + · · · + λαZα,

where λi is a polynomial in Q[ξ] ⊂ K for i = 1, . . . , α.

Proof. Let Λ := {Λ1, . . . ,Λα} be a set of indeterminates over K〈Z〉 and consider F 〈Λ〉. This field F 〈Λ〉

is the fraction field of K〈Λ〉{Z}/K〈Λ〉 ⊗ I and K〈Λ〉 ↪→ F 〈Λ〉 is a finite differentially algebraic field

extension.

Then, if

Γ := Λ1Z1 + · · · + ΛαZα ∈ K〈Λ〉{Z},

the set of derivatives Γ(l) =

α∑
i=1

l∑
j=0

(
l
j

)
Λ

( j)
i Z(l− j)

i : l ∈ N0

 ⊂ F 〈Λ〉
is differentially algebraically dependent over K〈Λ〉 and so, there exists a differential polynomial X(T ) ∈

K〈Λ〉{T }, where T is a new differential indeterminate over K〈Λ〉, satisfying X(Γ) = 0 in F 〈Λ〉. Assume

X to be of minimal order h and of minimal degree among the differential polynomials of order h vanishing

at Γ.

Without loss of generality we may assume that the coefficients of X are polynomials in K{Λ} and that

X(Γ, Γ̇, . . . ,Γ(h)) ∈ K{Λ} ⊗ I.

Then, X(Γ, Γ̇, . . . ,Γ(h)) = 0 in F 〈Λ〉 and so, also ∂X(Γ, . . . ,Γ(h))/∂Λ(h)
i = 0 in F 〈Λ〉, for i = 1, . . . , α. In

other words,

∂X(Γ, . . . ,Γ(h))/∂Λ(h)
i =

∂X

∂T (h) (Γ, . . . ,Γ(h)) Zi +
∂X

∂Λ(h)
i

(Γ, . . . ,Γ(h)) ∈ K{Λ} ⊗ I, (4.1)

where ∂X(Γ, . . . ,Γ(h))/∂Λ(h)
i on the left hand side of the equality is the partial derivation of X(Γ, . . . ,Γ(h))

with respect to Λ(h)
i and

∂X

∂Λ(h)
i

(Γ, . . . ,Γ(h)) on the right hand side is the evaluation in Γ, . . . ,Γ(h) of the

polynomial obtained by applying the partial derivation with respect to Λ(h)
i to X(T ).
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Let Q := ∂X
∂T (h) (T, . . . ,T (h)) ∈ K{Λ}{T }. The minimality conditions set on X imply that, specializing the

differential variable T into Γ, we obtain a polynomial in F {Λ}

QΛ(Λ1, . . . ,Λα) :=
∂X

∂T (h) (Γ, . . . ,Γ(h)) , 0.

Since ξ ∈ F is a non-constant element, a result in [52, Ch. 2, §22] shows the existence of elements

λi ∈ Q[ξ], for i = 1, . . . , α, such that QΛ(λ1, . . . , λα) , 0.

Now, if we take γ := λ1Z1 + · · · + λαZα ∈ K{Z}, we deduce from Identity (4.1) that Zi ∈ K〈γ〉 ⊂ F for

i = 1, . . . , α, which implies that F = K〈γ〉.

Let us point out that this theorem doesn’t hold if we remove the hypothesis that K has a non constant

element: for if we suppose that all the elements of K were constants, let us consider the differential ideal

I = [Ż1, Ż2] ⊂ K{Z1,Z2}. The differential fields F = Frac(K{Z1,Z2}/I) and K(Z1,Z2), where K(Z1,Z2)

is viewed as a differential field by setting every derivative equal to 0, are isomorphic. Then, for any

γ ∈ F , K〈γ〉 = K(γ) and K(Z1,Z2) = K〈Z1,Z2〉 = K(γ) is clearly impossible since trdegK K(Z1,Z2) = 2

and trdegK K(γ) = 1.

Definition 42. With the same assumptions and notations as before, an element γ ∈ F such thatF = K〈γ〉

will be called a primitive element of the differential field extension K ↪→ F .

The following result shows that the order of a 0-dimensional prime differential ideal (see Definition 1) is

an upper bound for the number of derivatives of the primitive element involved in a representation of an

arbitrary element of the field extension.

Proposition 43. Let γ be a primitive element of the extension K ↪→ F as above. Let s ∈ N be the max-

imum positive integer such that {γ, . . . , γ(s−1)} ⊂ F is algebraically independent over K (this maximum

exists because the extension is assumed to be of differential dimension 0). Let T be a new differential

variable. Then:

i) For every ζ ∈ K{Z}, there exist polynomials Pζ and Qζ ∈ K[T [s]] such that

ζ = Pζ(γ[s])/Qζ(γ[s]) in F .

In particular, {γ, . . . , γ(s−1)} is an algebraic transcendence basis of the extension K ↪→ F and

F = K(γ, . . . , γ(s−1), γ(s)).

ii) s = ordK(I).
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Proof. In order to prove i), let ζ ∈ F . Since F = K〈γ〉, there exist polynomials P,Q ∈ K{T } such that

ζ = P(γ)/Q(γ) in F .

Now, the assumption on s implies the existence of a polynomial M ∈ K[T [s]] with M(γ[s]) = 0 in F . We

may assume M to be of minimal degree in the variable T (s) so that ∂M
∂T (s) (γ[s]) , 0 in F .

Let IM ∈ K[T [s−1]] be the leading coefficient of M in the variable T (s) and S M ∈ K[T [s]] the polynomial

S M := ∂M
∂T (s) . We have IM(γ) , 0 and S M(γ) , 0 in F . By a simplified version of the derivation and

division process described in [38, Ch. I, Sec. 9, Proposition 1], it follows that there exist non-negative

integers a1, b1, a2, b2 and polynomials RP,RQ ∈ K[T [s]] such that Ia1
M S b1

M P−RP and Ia2
M S b2

M Q−RQ belong

to the differential ideal [M] ⊂ K{T }.

Since M( j)(γ) = 0 for every j ≥ 0, we have that the following identities hold F :

RP(γ[s]) = Ia1
M (γ)S b1

M(γ)P(γ) and RQ(γ[s]) = Ia2
M (γ)S b2

M(γ)Q(γ).

Thus, defining

Pζ := Ia2
M S b2

MRP ∈ K[T [s]] and Qζ := Ia1
M S b1

MRQ ∈ K[T [s]]

we obtain the identity in F

ζ = Pζ(γ[s])/Qζ(γ[s]),

which finishes the proof of the first part of the proposition.

To prove ii), we observe that, for ν big enough, the elements γ, . . . , γ(s) can be regarded as elements of

Lν := Frac(K[Z[ν]]/I ∩ K[Z[ν]]) ⊂ F ,

and so, we deduce from i) that Lν = F . Therefore,

s = trdegK(F ) = trdegK(Lν) = HI,K(ν) = ordK(I),

for ν big enough, where the last equality is due to the fact that I is a 0-dimensional differential ideal.

Let γ ∈ K{Z} be a primitive element of the differential field extension K ↪→ F and set s := ordK(I). By

Proposition 43, {γ, . . . , γ(s−1)} is a transcendence basis of the extension K ↪→ F . Multiplying the minimal

(monic) polynomial of γ(s) in the algebraic field extension K(γ, . . . , γ(s−1)) ↪→ F by a non-zero element

in K(γ, . . . , γ(s−1)) and renaming the variables γ, . . . , γ(s−1) as T, . . . ,T (s−1), we can obtain an irreducible

polynomial M ∈ K[T, . . . ,T (s−1),T (s)] with M(γ, . . . , γ(s−1), γ(s)) = 0 in F (that is, M(γ, . . . , γ(s)) ∈ I).

Any irreducible polynomial M ∈ K[T, . . . ,T (s)] with M(γ, . . . , γ(s)) = 0 in F will be called a minimal

polynomial of γ in K ↪→ F .

Notice that, if P ∈ K[T, . . . ,T (s)] is a polynomial with P(γ, . . . , γ(s)) = 0 in F , then any minimal

polynomial M of γ divides P in K(T, . . . ,T (s−1))[T (s)] and, being M primitive, it also divides P in

K[T, . . . ,T (s−1),T (s)]. Then, the set of all polynomials P ∈ K[T, . . . ,T (s)] with P(γ, . . . , γ(s)) = 0 in
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F is a principal ideal of K[T, . . . ,T (s)] which is generated by any minimal polynomial of γ in K ↪→ F .

Thus, a minimal polynomial of γ in K ↪→ F is uniquely determined up to scalar factors in K \ {0}.

On the other hand, for i = 1, . . . , α, there exist polynomials pi(T ), qi(T ) ∈ K{T } with qi(γ) , 0 in F ,

such that Zi = pi(γ)/qi(γ) in F . In other words, qi(γ)Zi − pi(γ) ∈ I for i = 1, . . . , α (in fact, due to

Proposition 43, there exist polynomials pi, qi of order bounded by s satisfying these conditions).

Definition 44. Under the previous assumptions and notation, the set

{M, q1(T )Z1 − p1(T ), . . . , qα(T )Zα − pα(T )},

where M is a minimal polynomial of γ in K ↪→ F , is called a resolvent representation of the 0-

dimensional prime differential ideal I with respect to the primitive element γ.

This notion can be extended to the positive-dimensional case: let K be a differential field containing a

non-constant element and let I be a prime differential ideal of K{Z} with diffdim(I) = r. Consider a

differential transcendence basis W ⊂ Z ofK ↪→ F . Setting K := K〈W〉 and Z̃ := Z \W = {Z̃1, . . . , Z̃α−r},

the ideal K⊗I of K{Z̃} has differential dimension zero and the field F is the fraction field of K{Z̃}/K⊗I.

Then, the previous assumptions hold and so, there exist a primitive element γ ∈ K{Z̃} of the extension

K ↪→ F and a resolvent representation {M, q1(T )Z̃1 − p1(T ), . . . , qα−r(T )Z̃α−r − pα−r(T )} of the ideal

K ⊗ I.

Without loss of generality, we may assume that M ∈ K{W}{T }, and also that qi, pi ∈ K{W}{T } for

1 ≤ i ≤ α. The set

{M, q1(T )Z̃1 − p1(T ), . . . , qα−r(T )Z̃α−r − pα−r(T )} ⊂ K{W}{T }

is called a resolvent representation of the prime differential ideal I with respect to the transcendence

basis W and the primitive element γ.

4.1.1 Bounds for the order and degree of a minimal polynomial of a primitive element

In what follows, we go back to our particular situation arising from the differential equation system (2.1).

We keep the same notations and assumptions as in Chapters 2 and 3. We will further assume that our

differential base field k contains a non-constant element and that a “good” differential transcendence

basis W ⊂ {X,U} of k〈Y〉 ↪→ F has been fixed (see Section 3.3).

First, we will prove an upper bound for the total order, that is, the order of derivation of all the variables

involved, of a minimal polynomial of a primitive element of the extension k〈Y,W〉 ↪→ F . Then, we

will show that this polynomial can be regarded as an eliminating polynomial associated to a suitable

linear projection of a certain algebraic variety, which will enable us to deduce a degree upper bound (see

Proposition 48 and Theorem 49 below).
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Denote V = {V1, . . . ,Vn+r} := {X,U} \W and K := k〈Y,W〉. From Proposition 9 and the fact that W is a

differential transcendence basis we deduce that the differential ideal generated by the polynomials F and

G, is a 0-dimensional prime differential ideal of K{V} that we will denote by ∆̃ := [F,G].

Let γ := λ1V1 + · · · + λn+rVn+r ∈ k[V] be a linear form such that γ ∈ F is a primitive element of the

differential field extension K ↪→ F .

Since W was chosen as a “good” basis, ordk〈Y〉(∆) = ordK(∆̃). Set s := ordK(∆̃); so, a minimal polynomial

M of γ in K ↪→ F lies in K[T, . . . ,T (s)] (see Proposition 43).

From now on, we will denote for i ≥ 0, Ãi := K[V [i]] and ∆̃i := (F[i−1],G[i−1]) ⊂ Ãi.

Now, we will show the existence of a minimal polynomial of γ in K ↪→ F with ‘low’ order also in the

variables Y,W.

Lemma 45. There exists a minimal polynomial M ∈ K[T, . . . ,T (s)] of γ in K ↪→ F such that M belongs

to the polynomial ring k[Y [2n+2r−1],W [2n+2r]][T [s]] and

M(γ, . . . , γ(s)) ∈ (F[2n+2r−1],G[2n+2r−1]) ⊂ k[Y [2n+2r−1], X[2n+2r],U[2n+2r]].

Proof. As in the proof of Proposition 43 -ii), since the primitive element γ has order 0 and s ≤ n + r

(Corollary 29), we have that the field F coincides with the field Frac(Ãn+r/∆̃ ∩ Ãn+r). Then, if P ∈

K[T, . . . ,T (s)] is a minimal polynomial of γ in K ↪→ F , we have that

P(γ, . . . , γ(s)) ∈ ∆̃ ∩ Ãn+r.

Multiplying it by a non-zero element of K, we may assume P ∈ k{Y,W}[T [s]].

Now, with a proof analogous to that of Theorem 26, it can be shown that

∆̃ ∩ Ãn+r = ∆̃2n+2r ∩ Ãn+r

and so,

P(γ, . . . , γ(s)) ∈ Ãn+r ∩ ∆̃2n+2r.

Thus, for 1 ≤ i ≤ n, 1 ≤ j ≤ r, 0 ≤ k ≤ 2n + 2r − 1, there exist polynomials aik, b jk ∈ Ã2n+2r such that

P(γ, . . . , γ(s)) =
2n+2r−1∑

k=0

 n∑
i=1

aikF(k)
i +

r∑
j=1

b jkG
(k)
j

 .
If l ∈ N is the biggest order of derivation appearing in this identity, multiplying it by a polynomial in

k{Y,W}, we may assume that aik, b jk belong to the polynomial ring k[Y [l],W [l],V [2n+2r]] and that P ∈

k[Y [l],W[l]][T [s]].

Let IP ∈ k[Y [l],W [l],T [s−1]] be the leading coefficient of the polynomial P in the variable T (s) and

let y0 := (y2n+2r, . . . , yl) and w0 := (w2n+2r+1, . . . ,wl) be rational vectors such that the specialization

IP(Y [2n+2r−1], y0,W[2n+2r],w0,T [s−1]) is not the zero-polynomial in the variables Y [2n+2r−1],W [2n+2r],T [s−1].
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Making this same substitution in all the coefficients of P and in the polynomials aik, b jk, we obtain a

non-zero polynomial M ∈ k[Y [2n+2r−1],W [2n+2r]][T [s]] satisfying

M(γ, . . . , γ(s)) ∈ (F[2n+2r−1],G[2n+2r−1]).

In particular, M(γ, . . . , γ(s)) = 0 in F , and it follows straightforwardly that M is a minimal polynomial

of γ in K ↪→ F .

From the proof of the previous lemma, we can give a more precise statement of the result in terms of the

differentiation index, as follows:

Remark 46. Let σ be differentiation index (see Definition 25). As in Theorem 26, σ is the minimum

integer such that the identity ∆̃ ∩ Ãi = ∆̃i+σ ∩ Ãi holds for every i ∈ N. Then, there is a minimal

polynomial

M ∈ k[Y [s+σ−1],W [s+σ]][T [s]] such that M(γ, . . . , γ(s)) ∈ ∆s+σ.

Note that σ ≤ n + r (see Proposition 17) and s ≤ n + r (see Remark 29).

We have now all the ingredients we need to characterize a minimal polynomial of a primitive element as

any defining equation of an algebraic variety and thus, to estimate its degree.

In the sequel, unless otherwise stated, we will consider affine spaces over the field k̄, the algebraic closure

of k, which will be denoted simply byA. This affine spaces will be equipped with their Zariski topologies

over k, that is, the polynomial defining this topology will be taken with coefficients in k .

Notation 47. Let N1 := r(2n+ 2r)+ (n+m)(2n+ 2r + 1) and V ⊂ AN1 be the irreducible variety defined

by the ideal (F[2n+2r−1],G[2n+2r−1]) ⊂ k[Y [2n+2r−1],W[2n+2r],V [2n+2r]] (see Remark 4).

Arbitrary points of the corresponding affine spaces will be denoted by

y := (y1, . . . , yr, . . . , y
(2n+2r−1)
1 , . . . , y(2n+2r−1)

r ) ∈ Ar(2n+2r)

w := (w1, . . . ,wm−r, . . . ,w
(2n+2r)
1 , . . . ,w(2n+2r)

m−r ) ∈ A(m−r)(2n+2r+1)

v := (v1, . . . , vn+r, . . . , v
(2n+2r)
1 , . . . , v(2n+2r)

n+r ) ∈ An(2n+2r+1)

(4.2)

Let N2 := r(2n + 2r) + (m − r)(2n + 2r + 1) + s + 1 and consider the linear map

π : V −→ AN2

(y,w, v) 7→ (y,w, γ(v), . . . , γ(s)(v)),

where, for l = 0, . . . , s,

γ(l) :=
l∑

k=0

(
l
k

)
(

n+r∑
i=1

λ(k)
i V (l−k)

i ) (4.3)

(recall that γ := λ1V1 + · · · + λn+rVn+r ∈ k[V] is a linear form such that γ ∈ F is a primitive element of

the differential field extension K ↪→ F ).
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The following proposition describes a minimal polynomial of a primitive element as the defining equation

describing the image of the variety V by the algebraic morphism π:

Proposition 48. The Zariski closure π(V) is an irreducible hypersurface in AN2 , and any irreducible

polynomial M ∈ k[Y [2n+2r−1],W [2n+2r],T [s]] defining π(V) is a minimal polynomial of the primitive ele-

ment γ in the differential extension k〈Y,W〉 ↪→ F .

Proof. Since V is an irreducible subvariety of AN1 , the Zariski closure π(V) is an irreducible subvariety

of AN2 .

In order to prove that it is a hypersurface, on the one hand we have that if a non-zero polynomial

P ∈ k[Y [2n+2r−1],W [2n+2r],T [s−1]] vanishes over π(V), then, in particular, P(γ, . . . , γ(s−1)) = 0 in F , con-

tradicting the algebraic independence of γ, . . . , γ(s−1) in k〈Y,W〉 ↪→ F (recall that [F,G] ∩ k{Y,W} = 0)

and this implies that π(V) has, at most, codimension 1.

On the other hand, due to Lemma 45, we have that there is a non-zero polynomial M, belonging to

k[Y [2n+2r−1],W [2n+2r]][T [s]], such that M(γ, . . . , γ(s)) ∈ (F[2n+2r−1],G[2n+2r−1]); thus, π(V) is a subvariety

of {M = 0} and so, its codimension is at least 1.

Clearly, any irreducible polynomial defining π(V) is a minimal polynomial of γ in k〈Y,W〉 ↪→ F .

Using [29, Lemma 2 and Theorem 1], we obtain an upper bound on the degree of the minimal polynomial

given by the previous proposition:

Theorem 49. Let γ = λ1V1 + · · · + λn+rVn+r be a primitive element of the differential field extension

k〈Y,W〉 ↪→ F . Then, there is a minimal polynomial M ∈ k[Y [2n+2r−1],W [2n+2r],T [s]] of γ with total

degree bounded by deg(V).

In particular, if d := max{deg( fi), deg(g j); 1 ≤ i ≤ n, 1 ≤ j ≤ r}, due to the Bézout inequality, we deduce

that the degree of the polynomial M is bounded by d2(n+r)2
.

The estimation of the degree of the minimal polynomial of this last theorem will be improved in Appendix

C for the particular case of a system (2.1) with r = 0, that is, with no polynomials g’s involved, which are

the systems typically consider in the classical theory of ordinary differential equations. This improvement

will be obtained by computing a more accurate upper bound for the degree of the variety π(V) for this

particular case than the one obtained applying Bézout inequality.

Following Remark 46, we are able to give a more precise degree upper bound for a minimal polynomial

of a primitive element as in the previous theorem:

Remark 50. If Vs+σ denotes the variety defined by the ideal (F[s+σ−1],G[s+σ−1]), there is a minimal

polynomial M ∈ k[Y [s+σ−1],W[s+σ],T [s]] with degree bounded by

deg(M) ≤ deg(Vs+σ) ≤ d(n+r)(s+σ).
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4.1.2 An example

The following is an example where the upper bounds for the order and the degree of the minimal poly-

nomial in terms of the geometric degree stated in the previous section are reached. In addition, it shows

that for certain particular systems, our geometric upper bounds may be considerably smaller than the

syntactic single exponential ones. Bézout-type degree bounds for the polynomials involved in the resol-

vent representation of the classical, explicit systems without parametric equations g’s will be studied in

Appendix C.

Example 51. Let us consider the following system over the differential field k = Q(t):

(Σ) =



Ẋ1 = X2
1

Ẋ2 = X2
1

...

Ẋn = X2
1

.

Here, r = m = 0 (that is, there are no variables Y or U involved and no polynomials G) and so k = K,

∆ = ∆̃ = [F], V = X and F = Frac(k{X}/[F]) (thus, dimdiffK(F ) = 0).

It is clear that

∆ ∩ K[X[i]] = [F] ∩ k[X[i]] = (F[i−1]) = ∆i for every i ∈ N

(and so the differentiation index σ of Definition 25 is 0). This implies that

Hk,[F](i) = trdegkFrac(k[X[i]]/(F[i−1])) = n

and then, s = ordk([F]) = ordK(∆) = n.

In order to apply the results of Remark 50 we need to compute the degree of the variety Vn ⊂ A
n2

defined

by the ideal (F(n−1)):

Vn =

(z1, . . . , zn, z2
1, . . . , z

2
n︸    ︷︷    ︸

n-times

, 2z3
1, . . . , 2z3

n︸        ︷︷        ︸
n-times

, . . . , n!zn+1
1 , . . . , n!zn+1

n︸                ︷︷                ︸
n-times

) with (z1, . . . , zn) ∈ An

 .
Claim: The degree of the variety Vn is n + 1.

Proof: The variety Vn is isomorphic to An−1 ×Wn where

Wn :=

(z1, z2
1, . . . , z

2
1︸    ︷︷    ︸

n-times

, 2z3
1, . . . , 2z3

1︸        ︷︷        ︸
n-times

, . . . , n!zn+1
1 , . . . , n!zn+1

1︸                ︷︷                ︸
n-times

) with z1 ∈ A
1


via an invertible linear application which doesn’t change the degree. Then, it is enough to compute

degWn.

Since dimWn = 1, to estimate its degree, we need to intersect with one (generic) linear form in (n−1)n+1

variables. The amount of points of this (generic) intersection will be the degree of the variety. This
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intersection is represented by the roots of a generic univariate polynomial of degree n + 1 obtained by

replacing the variables of the linear form by the parametrization ofWn and so degWn = n+ 1. Thus, we

deduce that the degree of the variety Vn defined by the ideal (F[n−1]) is n + 1.

The result above and Remark 50 imply that any linear primitive element γ has a minimal polynomial

M ∈ k[T [n]] with deg(M) ≤ deg(Vn) = n + 1.

Our next step will be to show a primitive element:

Claim: Let n ≥ 2 then the element γ := X2 + tX3 + · · · + tn−2Xn is a primitive element of the differential

field extension Q(t) ↪→ F = Frac(k{X}/[F]).

Proof: In this proof we will use the following notation: given a vector v = (v1, . . . , vm) of m coordinates

and a polynomial H := a1 + a2t + · · · + amtm−1, we will write

〈H, v〉 := a1v1 + a2v2t + · · · + amvmtm−1.

With this notation we have that, if Q := 1 + t + · · · + tn−2, γ = 〈Q, (X2, X3, . . . , Xn)〉.

For each l ∈ N, modulo the differential ideal ∆, the following relation holds:

γ(l) =
〈
Q(l), (Xl+2, . . . , Xn)

〉
+

l−1∑
j=0

l!
j!

Q( j)Xl+1− j
1 (4.4)

and, in particular, since Q(n−1) = Q(n) = 0,

γ(n−1) =

n−2∑
j=0

(n − 1)!
j!

Q( j)Xn− j
1 and γ(n) =

n−1∑
j=0

n!
j!

Q( j)Xn+1− j
1

from where we deduce that nX1γ
(n−1) = γ(n) and then X1 =

γ(n)

nγ(n−1) in F .

Replacing X1 in (4.4) for l = n − 2, we have that

γ(n−2) = (n − 2)!Xn +

n−3∑
j=0

(n − 2)!
j!

Q( j)
(
γ(n)

nγ(n−1)

)n−1− j

.

Then, Xn can be written in F as a quotient of polynomials involving only γ and its derivatives, more

precisely

Xn =
1

(n − 2)!

γ(n−2) −

n−3∑
j=0

(n − 2)!
j!

Q( j)
(
γ(n)

nγ(n−1)

)n−1− j
 .

Applying successively the identities in (4.4) for l = n − 3, . . . , 1, all the variables can be written as

quotient of polynomials in γ, . . . , γ(n). This shows that γ is a primitive element of the field extension

Q(t) ↪→ F = Frac(k{X}/[F]).

From this last proof, we have that if Q := 1 + t + · · · + tn−2, then

γ(n−1) =

n−2∑
j=0

(n − 1)!
j!

Q( j)Xn− j
1 and X1 =

γ(n)

nγ(n−1) .
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Replacing X1 in the first formula, we obtain a polynomial

M := −nn
(
T (n−1)

)n+1
+

n−2∑
j=0

(n − 1)!
j!

Q( j)
(
nT (n−1)

) j
(T (n))n− j

such that M(γ[n]) ∈ ∆.

In order to show that M is a minimal polynomial of γ, we need to prove that:

Claim: M ∈ k[t][T [n]] is an irreducible polynomial.

Proof: Let us suppose that this is not the case, then M can be factored as the product of two polynomials

in the ring k[t,T (n−1)][T (n)] of positive degree in the variable T (n).

The same should happen if we evaluate t = 0, and so, the polynomial

−nn
(
T (n−1)

)n+1
+

n−2∑
j=0

(n − 1)!
(
nT (n−1)

) j
(T (n))n− j

could be written as the product of two polynomials in k[T (n−1),T (n)].

But
n−2∑
j=0

(n − 1)!
(
nT (n−1)

) j
(T (n))n− j and −nn

(
T (n−1)

)n+1
are homogeneous polynomials, with consecutive

degrees and no common factors, then their sum is irreducible ([21, Exercise 2-34]).

Finally, let us observe that, since ord(M) = n = ordk([F]) and deg(M) = n + 1 = deg(Vn), the bounds

obtained in this section for the degree and the order of the minimal polynomial are optimal.

4.1.3 The minimal polynomial of a generic primitive element

The algorithm we will present in Section 4.2 for the computation of a resolvent representation follows

closely Seidenberg’s proof of Theorem 41 relying on a construction based on the minimal polynomial of

a generic primitive element (that is, a linear combination with parameters as scalars). For this reason, we

will need estimates for the order and degree of this polynomial also in the variables corresponding to the

coefficients of this generic primitive element.

Let Λ := {Λ1, . . . ,Λn+r} be a set of new differential indeterminates over k. We change our base field

k by kΛ := k〈Λ〉. Let ∆Λ := [F,G] ⊂ kΛ{Y, X,U} be the differential ideal generated by the differential

polynomials F,G and let FΛ := F 〈Λ〉, which is the fraction field of kΛ{Y, X,U}/∆Λ.

The differential transcendence basis W of k〈Y〉 ↪→ F is also a differential transcendence basis of

kΛ〈Y〉 ↪→ FΛ and so, by considering KΛ := kΛ〈Y,W〉, we obtain a differential field extension KΛ ↪→ FΛ

which is finite and differentially algebraic.

Furthermore, if we denote by ∆̃Λ the differential ideal generated by F,G in KΛ{V}, the differential field

FΛ is also the fraction field of KΛ{V}/∆̃Λ and the class in FΛ of Γ := Λ1V1 + · · ·+Λn+rVn+r ∈ kΛ[V] is a

primitive element of KΛ ↪→ FΛ (see the proof of Theorem 41).

71



Due to Proposition 43, since s = ordKΛ(∆̃Λ) = ordK(∆̃), the set {Γ, . . . ,Γ(s−1)} is a transcendence basis of

KΛ ↪→ FΛ and FΛ = Frac(KΛ[V [n+r]]/(KΛ⊗∆Λ)∩ (KΛ[V [n+r]])). Thus, Lemma 45 ensures the existence

of a minimal polynomial MΛ of Γ in KΛ ↪→ FΛ, such that MΛ ∈ kΛ[Y [2n+2r−1],W[2n+2r]][T [s]] and

MΛ(Γ, . . . ,Γ(s)) ∈ (F[2n+2r−1],G[2n+2r−1])Λ ⊂ kΛ[Y [2n+2r−1], X[2n+2r],U[2n+2r]].

Finally, Theorem 49 states that such a minimal polynomial MΛ can be chosen with total degree bounded

by the degree of the variety defined by the ideal (F[2n+2r−1],G[2n+2r−1])Λ in the corresponding affine space

over an algebraic closure of kΛ.

Moreover, with the same arguments of specialization as in the proof of Lemma 45, the following result

concerning the order in the variables Λ of a minimal polynomial MΛ of Γ can be proved:

Proposition 52. There is a minimal polynomial MΛ of the generic primitive element Γ of the extension

KΛ ↪→ FΛ satisfying the degree upper bound of Theorem 49 in the variables Y [2n+2r−1], W [2n+2r], T [s],

such that

MΛ ∈ k[Λ[s],Y [2n+2r−1],W [2n+2r]][T [s]] is irreducible, and

MΛ(Γ, . . . ,Γ(s)) ∈ (F[2n+2r−1],G[2n+2r−1]) ⊂ k[Λ[s],Y [2n+2r−1], X[2n+2r],U[2n+2r]].

As in the previous section, we will show that the polynomial MΛ can be seen as an eliminating polyno-

mial and this will enable us to give an upper bound on its degree.

Let N1 and N2 be as before (Notation 47), AN1(k(Λ[s])) be the N1-dimensional affine space over any

algebraic closure of the extended field k(Λ[s]) and VΛ ⊂ AN1(k(Λ[s])) be the irreducible variety defined

by the polynomials F[2n+2r−1],G[2n+2r−1]. Consider the linear map

π : VΛ −→ AN2(k(Λ[s]))

(y,w, v) 7→ (y,w,Γ(v), . . . ,Γ(s)(v)).

From Proposition 52, we obtain the following analogue of Proposition 48:

Proposition 53. The Zariski closure of π(VΛ), π(VΛ) ⊂ AN2(k(Λ[s])), is an irreducible hypersurface,

and any irreducible polynomial MΛ ∈ k(Λ[s])[Y [2n+2r−1],W [2n+2r],T [s]] defining π(VΛ) is a minimal

polynomial of Γ in KΛ ↪→ FΛ.

Now we are able to show an upper bound for the total degree of a minimal polynomial of the generic

primitive element Γ.

Theorem 54. Let MΛ ∈ k[Λ[s],Y [2n+2r−1],W [2n+2r],T [s]] be as in Proposition 52 and let V ⊂ AN1 be the

algebraic variety from Notation 47.

Then, the total degree of MΛ is bounded by (n + 1 + m(2n + 2r + 1)) deg(V).
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Proof. First, note that {Y [2n+2r−1],W [2n+2r],Γ[s−1]} is an algebraically independent set in the field exten-

sion kΛ ↪→ Frac(kΛ[Y [2n+2r−1], X[2n+2r],U[2n+2r]]/(F[2n+2r−1],G[2n+2r−1])Λ) whose transcendence degree

is n +m(2n + 2r + 1) (see Remark 4). Then, there is a set E ⊂ {V [2n+2r]} of n + r − s many elements such

that {Y [2n+2r−1],W [2n+2r],Γ[s−1], E} is a transcendence basis of this extension.

Throughout the proof, we will use the notation η := (y,w, v) for the elements of AN1 (keeping the

notation introduced in (4.2)), and λ := (λ1, . . . , λn+r, . . . , λ
(s)
1 , . . . , λ

(s)
n+r) for the elements of the affine

space A(n+r)(s+1).

Let N0 := n + 1 + m(2n + 2r + 1) and consider the (non-linear) map

π1 : A(n+r)(s+1) × AN1 → A(n+r)(s+1) × AN0

π1(λ, η) = (λ, y,w,Γ(λ, v), . . . ,Γ(s)(λ, v), e)

and the irreducible variety

V1 := A(n+r)(s+1) × V ⊂ A(n+r)(s+1) × AN1 .

Since {Λ[s],Y [2n+2r−1],W[2n+2r],Γ[s−1], E} is a transcendence basis of the extension k ↪→ k(V1), π1(V1) is

a hypersurface in A(n+r)(s+1) × AN0 .

On the other hand, it is straightforward to check that an irreducible minimal polynomial MΛ in the ring

k[Λ[s],Y [2n+2r−1],W[2n+2r],T [s]] as in Proposition 52 vanishes over π1(V1), and so, π1(V1) ⊂ {MΛ = 0}.

We conclude that π1(V1) = {MΛ = 0} (both varieties being irreducible hypersurfaces) and therefore,

deg(MΛ) = deg(π1(V1)).

In order to estimate the degree of π1(V1), we will give an alternative description of this variety.

For i = 1, . . . ,N0 = dim(V) + 1, let Ci be a set of N1 + 1 new variables indexed by Y [2n+2r−1], W[2n+2r],

V [2n+2r] and 0 which stand for the coefficients of a generic affine linear form Li in these variables (Ci0

corresponds to the constant term of Li) and consider the map

φ : A(N1+1)N0 × V→ A(N1+1)N0 × AN0

φ(c, η) = (c, L1(c1, η), . . . , LN0(cN0 , η)),

where c := (c1, . . . , cN0).

The Zariski closure of φ(A(N1+1)N0 × V) is a hypersurface in A(N1+1)N0 × AN0 , which is defined by a

multihomogeneous polynomial of degree deg(V) in each group of variables Ci for i = 1, . . . ,N0 (see [40,

Section 2.3.1]). Thus, deg(φ(A(N1+1)N0 × V)) = N0 deg(V).

We will show that the variety π1(V1) can be obtained as a linear projection of the intersection between

φ(A(N1+1)N0 × V) and a linear variety.

First, we define a linear variety L ⊂ A(N1+1)N0 whose points correspond to the coefficient vectors of

families of linear forms of type Y [2n+2r−1],W [2n+2r], γ[s], E; that is, a point c is in L if and only if its

73



first coordinates are the coefficient vectors of the linear forms Y [2n+2r−1],W[2n+2r], its last coordinates are

the coefficients of the linear forms E, and the remaining ones are the coefficients of γ, γ̇, . . . , γ(s) for the

derivatives γ(l) of some linear form as in (4.3).

Setting i0 := r(2n + 2r) + (m − r)(2n + 2r + 1) and i1 := i0 + s + 1 and identifying Λ(l) with Ci0+1+l,{X,Ũ}

for l = 0, . . . , s, the variety L can be defined by means of the following equations (where ε1, . . . , εN1+1

denote the vectors of the canonical basis of kN1+1):

• for i = 1, . . . , i0: Ci = εi.

• for i = i0 + 1, . . . , i1:
Ci,Y [2n+2r−1] = Ci,W[2n+2r] = 0

Ci,{V}( j) = 0 for j ≥ i − i0

Ci,{V}( j) =
(
i−i0−1

j

)
Ci− j,{V}(0) for j < i − i0 (see Identity (4.3))

• for i = i1 + 1, . . . ,N0: Ci := ε ji−i1
, where ε jk is the vector of the canonical basis corresponding to

the coefficient vector of Ek for k = 1, . . . , n + r − s.

Let πΛ : A(N1+1)N0 × AN0 → A(n+r)(s+1) × AN0 be the linear projection defined by

πΛ(c, b) = (ci0+1,{X,Ũ}, . . . , ci1,{X,Ũ}, b).

Then, we have that πΛ
(
φ(A(N1+1)N0 × V) ∩ (L × AN0)

)
= π1(V1).

Taking into account that the degree of a variety does not increase when intersecting it with an affine linear

space [29, Remark 2] or under a linear projection [29, Lemma 2], we conclude that

deg(MΛ) = deg(π1(V1)) ≤ deg(φ(A(N1+1)N0 × V) ∩ (L × AN0)) ≤

≤ deg(φ(A(N1+1)N0 × V)) = (n + 1 + m(2n + 2r + 1)) deg(V).

4.1.4 The resolvent representation

We will now deduce some results concerning the choice of a primitive element of the extension K ↪→ F

(see Section 4.1.1) and the order and degrees of the polynomials involved in a resolvent representation

of the prime differential ideal [F,G].

Let MΛ ∈ k[Λ[s],Y [2n+2r−1],W [2n+2r]][T [s]] be a minimal (irreducible) polynomial of the generic primi-

tive element Γ = Λ1V1 + · · · + Λn+rVn+r of KΛ ↪→ FΛ as in Proposition 52 and Theorem 54.

The polynomial X appearing in the proof of Theorem 41 can be taken as X = MΛ and since QΛ :=
∂MΛ
∂T (s) (Γ, . . . ,Γ(s)) is a polynomial in k[Λ[s],Y [2n+2r−1], X[2n+2r],U[2n+2r]] whose class is a non-zero element
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inFΛ, the proof of this theorem provides a resolvent representation of the ideal ∆̃ by computing the partial

derivatives of MΛ(Γ, . . . ,Γ(s)) with respect to Λ(s)
i for i = 1, . . . , n + r (see condition (4.1) in the proof).

In particular, all the polynomials involved in this resolvent representation are elements of the polynomial

ring k[Λ[s],Y [2n+2r−1],W[2n+2r],T [s]] and have degrees bounded by that of MΛ.

In addition, that same proof shows that it is enough for an element γ = λ1V1 + · · · + λn+rVn+r to be a

primitive element of K ↪→ F the non-vanishing in F of the class of the specialization of the differential

polynomial QΛ ∈ F {Λ} at (λ1, . . . , λn+r). As the order of QΛ in the variables Λ is bounded by s, the

arguments in the proof of [52, Ch. 2, §22] imply:

Corollary 55. Let ξ ∈ k ⊂ K be a non-constant element. There exists a primitive element γ of the

extension K ↪→ F of type γ = λ1V1 + · · · + λn+rVn+r where λi ∈ Q[ξ] is a polynomial of degree bounded

by s = ordK(∆̃) for i = 1, . . . , n + r.

Now, let λ := (λ1, . . . , λn+r) be an (n + r)-tuple with QΛ(λ) , 0 in F . Then, by considering a minimal

polynomial M of γ := Γ(λ) as in Proposition 48 and specializing the differential variables Λ into λ in the

polynomials Q := ∂MΛ
∂T (s) (T, . . . ,T (s)) ∈ K{Λ,T } and Pi := − ∂MΛ

∂Λ(s)
i

(T, . . . ,T (s)) ∈ K{Λ,T } appearing in the

generic resolvent representation, we obtain a resolvent representation of the ideal [F,G] with respect to

the transcendence basis Y,W and the primitive element γ. We conclude:

Theorem 56. There is a resolvent representation

{M, q X1 − p1, . . . , q Xn − pn, q Ũ1 − pn+1, . . . , q Ũr − pn+r}

of the prime differential ideal ∆ with respect to the transcendence basis Y,W and a primitive element

γ = λ1V1+· · ·+λn+rVn+r of the differential field extension k〈Y,W〉 ↪→ F with M, q, pi (for i = 1, . . . , n+r)

in the polynomial ring k[Y [2n+2r−1],W [2n+2r],T [s]] and with their total degrees bounded by deg(V).

4.2 Algorithmic computation of a resolvent representation

The main goal of this section is the computation of a resolvent representation of the differential ideal

[F,G] associated to system (2.1).

As in Section 3.4, we will consider the ground differential field k to be the rational effective field Q(t)

(with the standard derivation). Furthermore, in order to make the presentation of our algorithm simpler,

we will assume that the polynomials defining system (2.1) have coefficients in Q. This assumption is not

restrictive, since we may replace our original system over Q[t] by an equivalent one over Q by adding a

new differential variable t and the equation ṫ = 1.

In the previous sections we proved that the minimal polynomial of a primitive element can be seen as an

eliminating polynomial of a suitable linear projection in the classical algebraic geometry context. Now,
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we will apply some well-known algorithmic techniques from computer algebra (mainly from [30] and

[55]) to the computation of this polynomial.

4.2.1 Computing the generic minimal polynomial

As in Section 4.1.1, fix a “good” differential transcendence basis W ⊂ {X,U} of the field extension

Q(t)〈Y〉 ↪→ F , and consider the differentially algebraic extension Q(t)〈Y,W〉 ↪→ F . This transcendence

basis W can be obtained by applying the algorithm underlying Theorem 39. Denote V := {X,U} \W and

K := Q(t)〈Y,W〉. We introduce a new set Λ := {Λ1, . . . ,Λn+r} of differential indeterminates over K and

set kΛ := Q(t)〈Λ〉, ∆Λ := [F,G] ⊂ kΛ{Y, X,U}, KΛ := kΛ〈Y,W〉 and FΛ := F 〈Λ〉.

This section focuses on the computation of the minimal polynomial MΛ of the generic primitive element

Γ := Λ1V1 + · · · + Λn+rVn+r in KΛ ↪→ FΛ satisfying the degree upper bound stated in Theorem 54.

Let E ⊂ {V [2n+2r]} be a set with n + r − s elements such that {Y [2n+2r−1], W [2n+2r], Γ[s−1], E} is a transcen-

dence basis of the field extension

kΛ ↪→ Frac(kΛ[Y [2n+2r−1], X[2n+2r],U[2n+2r]]/(F[2n+2r−1],G[2n+2r−1])Λ).

As in Notation 47, let N1 = r(2n+2r)+(n+m)(2n+2r+1). Consider the varietyV ⊂ A(n+r)(s+1)×AN1×As

defined as

V := {(λ, y,w, v, τ) ∈ A(n+r)(s+1) × AN1 × As : F[2n+2r−1](w, v) = 0,

G[2n+2r−1](y,w, v) = 0,Γ(λ, v) = τ0, . . . ,Γ(s−1)(λ, v) = τs−1},

which is irreducible of dimension µ := (n + r)(s + 1) + m(2n + 2r + 1) + n.

We have then the ring inclusion

Q
[
Λ[s],Y [2n+2r−1],W[2n+2r], E,T [s−1]] ↪→ Q[V]

and the cardinality of the family Λ[s], Y [2n+2r−1], W[2n+2r], E,T [s−1] is µ. Thus, the linear projection

π : V → Aµ

π(λ, y,w, v, τ) = (λ, y,w, e, τ)

is a dominant map with generically finite fibers.

Let ϕ : V → Aµ ×A1 be defined by ϕ(λ, y,w, v, τ) = (π(λ, y,w, v, τ),Γ(s)(λ, v)). Then, the Zariski closure

ϕ(V) is a hypersurface and any square-free polynomial defining ϕ(V) is a minimal polynomial for the

generic primitive element Γ.

We will consider the polynomial equation system definingV as a parametric system, where the param-

eters are P := (Λ[s],Y [2n+2r−1],W[2n+2r], E,T [s−1]) and the variables –the set of which will be denoted
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Z in the sequel– are those variables in V [2n+2r] that are not in the set of variables E. Thus, we obtain

a polynomial system with 2(n + r)2 + s equations in 2(n + r)2 + s unknowns defining a 0-dimensional

varietyVK over the algebraic closure K of K := Q(P). Note that the ideals

I := (F[2n+2r−1],G[2n+2r−1],Γ − T, . . . ,Γ(s−1) − T (s−1)) ⊂ Q[P,Z]

and

IK := (F[2n+2r−1],G[2n+2r−1],Γ − T, . . . ,Γ(s−1) − T (s−1)) ⊂ K[Z]

are the (prime) ideals of the varietiesV andVK respectively.

The following result relates the minimal polynomial MΛ we want to compute to the minimal polynomial

of a K-linear map.

Lemma 57. Let mΓ(s) : K[Z]/IK → K[Z]/IK be the K-linear map defined as the homotecy mΓ(s)( f ) =

Γ(s) f and let M0 ∈ K[T (s)] be its minimal polynomial. Then, there exists Q0 ∈ Q[P] − {0} with minimal

degree such that MΛ = Q0M0.

Proof. First, note that MΛ(Γ(s)) ∈ I so MΛ(Γ(s)) ∈ IK and therefore M0 divides MΛ in Q(P)[T (s)].

On the other hand, since M0(Γ(s)) ∈ IK , there exists a polynomial Q ∈ Q[P]−{0} of minimal degree with

QM0(Γ(s)) ∈ I. Then, the fact that MΛ is the polynomial with minimal degree in Q[P,T (s)] satisfying

MΛ(Γ(s)) ∈ I implies that MΛ divides QM0 in Q[P,T (s)].

The lemma follows now from the irreducibility of MΛ and the fact that M0 is a monic polynomial.

Since IK is a 0-dimensional prime ideal of K[Z], its extension I
K

to K[Z] is a 0-dimensional radical

ideal. Then, the linear map mΓ(s) : K[Z]/I
K
→ K[Z]/I

K
is diagonalizable and its characteristic poly-

nomial is X :=
∏D

i=1(T (s) − Γ(s)(Ri)) ∈ K[T (s)], where D := deg(VK ) and R1, . . . ,RD ∈ K
2(n+r)2+s

are

the points inVK . Therefore, the minimal polynomial M0 of mΓ(s) can be obtained as the square-free part

of X.

Our algorithm for the computation of the polynomial MΛ is based on an extension of the results in [30]

(which hold for a finite morphism) to the case of a (generically finite) dominant map, which is achieved

by using the techniques described in [55].

Proposition 58. With the same notation as before, assume that f1, . . . , fn ∈ Q[X,U], g1, . . . , gr ∈

Q[X,U, U̇] have degrees bounded by d and are encoded by an slp of length L. Then, there is a probabilis-

tic algorithm which computes the minimal polynomial of the generic primitive element Γ in KΛ ↪→ FΛ

with error probability bounded by ε, with 0 < ε < 1, within complexity O(log(1/ε)(n + r)20(n +

m)6d2 deg(V)14L), where V is the algebraic variety introduced in Notation 47.

Proof. First, we present a sketch of the algorithm:
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(1) Take a point p ∈ Qµ at random and compute a geometric resolution of π−1(p), that is, a family

of 2(n + r)2 + s + 1 univariate polynomials q, v1, . . . , v2(n+r)2+s with coefficients in Q(P) such that

π−1(p) = {p} × {(v1(ζ), . . . , v2(n+r)2+s(ζ)), q(ζ) = 0}.

(2) Applying a symbolic version of Newton’s algorithm to the geometric resolution, compute a poly-

nomial Xκ ∈ Q(P)[T (s)] whose coefficients approximate the coefficients of the polynomial X as

power series in Q̄[[P − p]] with prescribed precision 2κ for a suitably chosen κ ∈ N.

(3) Compute a polynomial Υκ ∈ Q(P)[T (s)] whose coefficients approximate the coefficients of the

square-free polynomial red(X) := X

gcd(X, ∂X/∂T (s))
∈ Q(P)[T (s)] with precision 2κ in Q[[P − p]].

(4) By means of a Padé approximation type procedure, compute relatively prime polynomials Π1 and

Π2 in Q[P,T (s)] such that red(X) = Π1/Π2. The minimal polynomial MΛ ∈ Q[P,T (s)] is the

numerator Π1.

Now, we detail the procedures underlying each of the above mentioned steps of the algorithm, compute

their complexities and estimate their error probability.

The first step of the algorithm consists in the computation of a geometric resolution of a fiber π−1(p)

for a randomly chosen point p ∈ Qµ. This point is chosen at random so that with high probability the

fiber π−1(p) is 0-dimensional and unramified. In order to compute the geometric resolution of π−1(p), we

apply the procedure for the resolution of 0-dimensional systems described in [31] (see also [28] and [26]),

which takes a reduced regular sequence as input. We will also need the following technical assumption

on the point p: #{Γ(s)(η) : η ∈ π−1(p)} = #{Γ(s)(R) : R ∈ VK } (or, equivalently, the polynomial MΛ(p)

is square-free). Both these conditions also hold for a generic p ∈ Aµ. Moreover, there is a non-zero

polynomial H0 ∈ Q[P] of degree bounded by 6d4(n+r)2+2s such that all the previous conditions hold for

any point p ∈ Aµ with H0(p) , 0 (see [55, Section 3.4]). Thus, if we choose the coordinates of p at

random in a set of cardinality 12 d4(n+r)2+2s[1/ε], the conditions hold with error probability bounded by

ε/2. These random choices can be made within complexity O((n + r)2 log(d) + log(1/ε)).

Recall that the polynomials F[2n+2r−1],G[2n+2r−1] can be encoded by slp’s of length O((n+r)3(n+m)L) (see

Lemma 34). Assume that the randomly chosen point p ∈ Aµ satisfies all the genericity conditions stated

above. Then, if δ is the maximum of the degrees of the varieties successively defined by the equations of

π−1(p), a geometric resolution of π−1(p) can be computed with error probability bounded by ε/4 within

complexity O(log(1/ε)(n +m)(n + r)10d δ4L) (see [31, Theorem 1]). Let us observe that δ is bounded by

the maximum of the degrees of the varieties successively defined by the ideals pi,s, qi,l for 1 ≤ i ≤ 2n+2r,

1 ≤ s ≤ n, 1 ≤ l ≤ r, introduced in Remark 4. It is easy to see that the degrees of these varieties form a

non-decreasing sequence and so, their maximum is the degree of the last variety. Therefore, δ ≤ deg(V),

and the complexity of step (1) can be estimated as O(log(1/ε)(n + m)(n + r)10d deg(V)4L).
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Denote q, v1, . . . , v2(n+r)2+s ∈ Q[T ] the polynomials appearing in the geometric resolution of π−1(p). Let

S := (F[2n+2r−1],G[2n+2r−1],Γ−T (0), . . . ,Γ(s−1)−T (s−1)) be the polynomial system definingV. Let DS (Z)

be the Jacobian matrix of S with respect to the variables Z and let JS be its Jacobian determinant.

Our assumptions on p ∈ Aµ state that the fiber π−1(p) is a 0-dimensional variety with exactly D =

deg(VK ) points and that, for every η ∈ π−1(p), we have JS (p, η) , 0. Then, by the implicit function

theorem (see, for instance, [30, Lemma 3] for a proof in this context), for every η ∈ π−1(p) there exists

Rη ∈ Q̄[[P − p]]2(n+r)2+s such that Rη ∈ VK and Rη(p) = η. This implies that {Rη : η ∈ π−1(p)} = VK ,

since both sets have the same cardinality. Moreover, the proof of [30, Lemma 3] shows that, for every η ∈

π−1(p), the corresponding point Rη ∈ Q̄[[P− p]]2(n+r)2+s can be ‘approximated’ by applying successively

to η the Newton operator associated to the system S , defined as NS (Z)t := Zt − DS (Z)−1S (Z)t.

If NκS denotes the κth iteration of NS and (P − p) is the maximal ideal of Q̄[[P − p]], we have that

NκS (η) ∈ Q̄[[P − p]]2(n+r)2+s and (Rη)i − (NκS (η))i ∈ (P − p)2κ for i = 1, . . . , 2(n + r)2 + s, that is, the

ith coordinate of NκS (η) approximates with precision 2κ the ith coordinate of Rη in the sense that their

power series expansions coincide up to degree 2κ−1. We conclude that the coefficients of the polynomial∏
η∈π−1(p)(T (s) − Γ(s)(NκS (η))) approximate the coefficients of X with precision 2κ.

From the algorithmic viewpoint, we cannot apply Newton’s operator to the points η ∈ π−1(p), since we

cannot compute these points. However, we can obtain all the approximations ‘simultaneously’ in order to

compute an approximationXκ of the characteristic polynomialX by applying it to a geometric resolution

of the fiber π−1(p).

Let h0, h1, . . . , h2(n+r)2+s ∈ Q[P,Z] be polynomials with NκS =
(

h1
h0
, . . . ,

h2(n+r)2+s
h0

)
and h0(p, η) , 0 for every

η ∈ π−1(p). Let v := (v1, . . . , v2(n+r)2+s) and let Cq be the companion matrix of the polynomial q. Then,

the matrix h0(P, v(Cq)) is invertible and, if Ni := h0(P, v(Cq))−1hi(P, v(Cq)) for i = 1, . . . , 2(n + r)2 + s,

the characteristic polynomial of Γ(s)(P,N1, . . . ,N2(n+r)2+s) equals
∏
η∈π−1(p)(T (s) − Γ(s)(NκS (η))) (see [30,

Lemma 6]). In order to approximate this polynomial we first obtain straight-line programs of length

O(κ d2(n + r)17(n +m)L) for the polynomials h0, h1, . . . , h2(n+r)2+s by means of the procedure underlying

[26, Lemma 30] and then we proceed as in [30, Proof of Theorem 2] to obtain a matrix whose entries

approximate those of Γ(s)(P,N1, . . . ,N2(n+r)2+s) with the desired precision, but avoiding matrix inverse

computations. Finally, we compute the characteristic polynomial Xκ of this matrix, whose coefficients

approximate the coefficients of X in Q[[P − p]] with precision 2κ. The overall complexity of this step

is O(κ 2κd2(n + r)17(n + m)D4L), which is also the length of the slp obtained for the coefficients of the

polynomial Xκ.

Now, we describe the procedure to achieve the third step of our algorithm. The hypothesis #{Γ(s)(η) :

η ∈ π−1(p)} = #{Γ(s)(R) : R ∈ VK } ensures that, considering X and ∂X
∂T (s) as polynomials in the variable

T (s), deg(gcd(X, ∂X
∂T (s) )) = deg(gcd(X(p), ∂X(p)

∂T (s) )). Thus, we can obtain this degree by computing the

characteristic polynomial of Γ(s) with respect to π−1(p) from the geometric resolution of π−1(p) and
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subresultants of X(p) and ∂X(p)
∂T (s) within complexity O(D5) (see, for instance, [2, Section 8.3]). By [2,

Corollary 10.14], once this degree is known, the coefficients of a scalar multiple Υ of red(X) can be

obtained by computing determinants of square submatrices of the Sylvester matrix of X and X′, and,

making the same computations with the Sylvester matrix ofX(p), the polynomial Υ(p) is obtained. Since

Υ andΥ(p) have the same degree, we conclude that the scalar factor is an invertible element ofQ[[P−p]].

Note that the previous procedure involves only polynomial computations in the coefficients of X. Then,

we apply it to the polynomial Xκ instead of X to obtain a polynomial Υκ whose coefficients approximate

the coefficients of Υ with precision 2κ. The complexity of this computation does not increase the order

of the complexity of the previous steps.

In order to compute the polynomials Π1 and Π2 of step (4), we apply a slightly modified version of

the multivariate Padé approximation procedure described in [55, Section 4.3.1], adapted to deal with

the straight-line program encoding of polynomials. In fact, our main change consists in replacing the

Euclidean extended algorithm with subresultant computations (see [25, Section 5.9 and Corollary 6.49]).

Note that the upper bound on the degree of the polynomial MΛ proved in Theorem 54 implies that the

total degrees of the polynomials Π1 and Π2 are bounded by (n + 1 + m(2n + 2r + 1)) deg(V). Therefore,

they can be computed from the Taylor expansion centered at P = p, T (s) = 0 of red(X) up to degree 2(n+

1+m(2n+2r+1)) deg(V), which can be obtained from the corresponding Taylor expansion of Υκ divided

by its leading coefficient provided that κ ≥ dlog(2(n + 1 + m(2n + 2r + 1)) deg(V))e + 1. Then, the input

for the Padé approximation procedure is the set of graded parts up to the required degree of Υκ divided

by its leading coefficient, which is computed within complexity O((n + r)20(n + m)4d2 deg(V)2D4L).

The complexity of the entire step (4) is O(log(1/ε)(n + r)20(n + m)6d2 deg(V)6D4L) and its output is an

slp of length O((n + r)20(n +m)6d2 deg(V)6D4L) encoding Π1 and Π2 with error probability bounded by

ε/2 provided that the previous computations are correct.

The complexity bound for the whole procedure follows by adding up the complexities of steps (1) to (4)

and taking into account that D ≤ deg(V).

4.2.2 Computation of a primitive element

In what follows we show how to compute a primitive element of the differential field extension induced

by system (2.1) with respect to a fixed differential transcendence basis within complexity polynomial in

n,m, r, d, deg(V) and linear in L. The procedure follows closely the arguments in Section 4.1.4. We keep

our previous assumptions and notations.

Let MΛ ∈ Q[Λ[s],Y [2n+2r−1],W [2n+2r],T [s]] be the minimal polynomial of the generic linear form

Γ = Λ1V1 + · · · + Λn+rVn+r
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in the differential field extension KΛ ↪→ FΛ, and let

QΛ :=
∂MΛ
∂T (s) (Γ, . . . ,Γ(s)) ∈ Q[Λ[s],Y [2n+2r−1], X[2n+2r],U[2n+2r]].

As explained in Section 4.1.4, in order for a linear form

γ = λ1V1 + · · · + λn+rVn+r

to be a primitive element, it suffices that QΛ(λ1, . . . , λn+r) , 0 in F . Furthermore, for every 1 ≤ i ≤ n+ r,

λi can be chosen to be a polynomial in Q[t] of degree bounded by s (see [52, Ch. II, §22]).

For i = 1, . . . , n+r, let Ai j (0 ≤ j ≤ s) be new indeterminates which stand for the coefficients of a generic

polynomial
∑s

j=0
Ai j
j! t j of degree s. Set A := {Ai j : 1 ≤ i ≤ n+ r, 0 ≤ j ≤ s}. If we substitute the variables

Λi (1 ≤ i ≤ n + r) in the polynomial QΛ by these generic polynomials, we obtain a new polynomial

Q0 ∈ Q[t, A][Y [2n+2r−1], X[2n+2r],U[2n+2r]] with the property that, for any specialization of the variables

A in a set of rational numbers a := (ai j) with Q0(a) , 0 in F , the polynomials λi :=
∑s

j=0
ai j
j! t j are the

coefficients of a primitive element of the field extension K ↪→ F .

Let us observe that substituting t = 0 in Q0 has the same effect as renaming Λ( j)
i = Ai j in QΛ. This

implies that any family of rational numbers a with QΛ(a) , 0 in F yields a primitive element of the

extension K ↪→ F . The procedure to test the non-vanishing of QΛ in F relies on the isomorphism

F ' Q(t)(X), 〈U〉: we substitute X(l)
h = f̃ (l−1)

h (1 ≤ h ≤ n, 1 ≤ l) and Y (k)
j = g̃(k)

j (1 ≤ j ≤ r, 0 ≤ k) in

the polynomial QΛ to obtain a new polynomial Q̃Λ ∈ Q[Λ[s], X,U[2n+2r]] (see Notation 3), and we look

for a tuple (a, x, u[2n+2r]) of rational numbers that does not annihilate Q̃Λ (this is done probabilistically

by choosing their coordinates at random). The vector a of the first coordinates of this tuple yields the

desired primitive element.

If the polynomial MΛ is given, we obtain the following complexity result:

Proposition 59. Assume that a “good” differential transcendence basis W of the differential field ex-

tension induced by system (2.1) is fixed and that the minimal polynomial MΛ with respect to W of the

generic primitive element Γ is given by an slp of length L. Then, we can compute a primitive element of

the differential field extension Q(t)〈Y,W〉 ↪→ F , with error probability bounded by ε, within complexity

O(L + log(deg(V)/ε)(n + r)4(n + m)L), where L is the length of an slp encoding f1, . . . , fn, g1, . . . , gr.

Taking into account the complexity estimate for the computation of MΛ stated in Proposition 58, we

deduce:

Corollary 60. Let the assumptions and notations be as in Proposition 58. Then, there is a probabilistic

algorithm which computes a primitive element of the differential field extensionQ(t)〈Y,W〉 ↪→ F induced
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by system (2.1) (for a given differential transcendence basis W) with error probability bounded by ε,

0 < ε < 1, within complexity O(log(1/ε)(n + r)20(n + m)6d2 deg(V)14L).

4.2.3 Computing a resolvent representation of the system

As it was shown in Proposition 59, there is an algorithm for the computation of a primitive element γ

of the differential field extension Q(t)〈Y,W〉 ↪→ F . Let us observe that specializing the generic minimal

polynomial MΛ into the coefficients λ1, . . . , λn+r ∈ Q[t] of γ, we obtain a differential polynomial, Mλ, in

Q[t][Y [2n+2r−1],W[2n+2r],T [s]] such that Mλ(γ) = 0 in F but, unfortunately, this polynomial need not be

the minimal polynomial of γ. However, the arguments in Section 4.1.4 give an algorithmic procedure,

based on the computation of derivatives of MΛ and specialization, to compute polynomials q, p1, . . . , pn+r

in Q[t][Y [2n+2r−1],W [2n+2r],T [s]] such that q(γ)Vi − pi(γ) ∈ [F,G] for i = 1, . . . , n + r.

Therefore, in order to obtain a resolvent representation of the ideal [F,G] with respect to the differential

transcendence basis Y,W and the primitive element γ, only a minimal polynomial of γ remains to be

computed. This can be done using the algorithm described in the previous sections for the computation

of the minimal polynomial of a generic primitive element within the same complexity.

Combining this procedure with Theorem 39 and Corollary 60, we deduce our main result:

Theorem 61. Let f1, . . . , fn ∈ Q[t][X,U], g1, . . . , gr ∈ Q[t][X,U, U̇] polynomials with degrees bounded

by d and encoded by an slp of length L. Let [F,G] be the differential ideal associated to system (2.1) and

let V be the algebraic variety defined by (F[2n+2r],G[2n+2r]) introduced in Notation 47. Then, there is a

probabilistic algorithm which computes:

• a “good” differential transcendence basis W of Q(t)〈Y〉 ↪→ Frac(Q(t){Y, X,U}/[F,G]),

• a primitive element γ of Q(t)〈Y,W〉 ↪→ Frac(Q(t){Y, X,U}/[F,G]),

• a resolvent representation of the differential ideal [F,G] with respect to the differential transcen-

dence basis Y,W and the primitive element γ,

with error probability bounded by ε, 0 < ε < 1, within complexity

O(log(1/ε)(n + r)20(n + m)6d2 deg(V)14L).

In particular, the complexity of the algorithm can be bounded by

((n + r)(n + m)d(n+r)2
)O(1) log(1/ε)L.

Remark 62. We point out that our complexity upper bound in terms of geometric invariants is more

accurate than the one that can be stated using only syntactic parameters, as illustrated by the system
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considered in Example 51. In this case, deg(V) = 2n + 1, leading to a polynomial complexity bound

for our algorithm. However, the upper bound 22n2
for this parameter would imply a single exponential

complexity bound.

4.3 Differential systems of higher order

Up to this point, we have only considered first-order differential systems like (2.1), however, the order of

derivation appearing in the equations of the system is not a real obstacle in our work. In this section we

will show how to handle higher-order differential systems in order to obtain a resolvent representation

for them.

As it is usual in the well-known classical theory of ordinary differential equations, the method employed

to treat systems of order e > 1 is to transform them into first-order systems by introducing the derivative,

the second derivative and so on up to the e − 1 derivative of the variables as a part of a new enlarged set

of variables and then study the first-order systems associated.

To simplify the notations, we will only consider a version of the “generic” part of the system (2.1) but

the same arguments can be applied to the whole system. Let K be a differential field with char(K) = 0

containing a non-constant element ξ (i.e. ξ̇ , 0), Z := {Z1, . . . ,Zm} be a set of differential indeterminates

over K and consider the system 

g1(Z, Ż, . . . ,Z(e)) = Y1

g2(Z, Ż, . . . ,Z(e)) = Y2
...

gr(Z, Ż, . . . ,Z(e)) = Yr

(4.5)

where polynomials g1, . . . , gr ∈ k[Z[e]] are differentially algebraically independent as elements of the

ring k{Y,Z} over the field k.

This system can be seen as a first-order system adding m(e + 1) new variables

X := {Xi j, 1 ≤ i ≤ e − 1, 1 ≤ j ≤ m} and U := {U1, . . . ,Um, U̇1, . . . , U̇m}

and considering the following change of variables, for each j = 1, . . . ,m:

X1, j = Z j

X2, j = Ż j
...

Xe−1, j = Z(e−2)
j

U j = Z(e−1)
j

U̇ j = Z(e)
j

(4.6)

83



which transform the original system (4.5) into the following first-order system of differential equations:

Ẋi, j = Xi+1, j ∀ j = 1, . . . ,m ∀i = 1, . . . e − 2

Ẋe−1, j = U j ∀ j = 1, . . . ,m

g1(X,U, U̇) = Y1

g2(X,U, U̇) = Y2
...

gr(X,U, U̇) = Yr

(4.7)

Unfortunately, not all the invariants we have computed in the previous chapters remain the same for both

systems. For example, if we consider the system with only one equation

Y1 = Z(3),

the first-order system associated to it is: 
Ẋ1 = X2

Ẋ2 = U1

U̇1 = Y1

So, to this particular system we have associated different differential ideals in different differential poly-

nomial rings. The first equation yields the ideals [Y1 − Z(3)] ⊂ k{Y1,Z} and

∆1 = [Y1 − Z(3)] ⊂ k〈Y1〉{Z},

meanwhile the second system induces the ideals [Ẋ1 − U1, Ẋ2 − X1,Y1 − U̇1] ⊂ k{Y1,U1, X1} and

∆2 = [Ẋ1 − U1, Ẋ2 − X1,Y1 − U̇1] ⊂ k〈Y1〉{U1, X1}.

Clearly, the Hilbert-Kolchin functions of this two ideals are not the same since

H∆1,k〈Y1〉(1) = trdegk〈Y1〉
(Frac(k〈Y1〉[Z, Ż]/∆1 ∩ k〈Y1〉[Z, Ż]) = trdegk〈Y1〉

(Frac(k〈Y1〉[Z, Ż]) = 2

and

H∆2,k〈Y1〉(1) = trdegk〈Y1〉
(Frac(k〈Y1〉[U1, X1, X2, U̇1, Ẋ1, Ẋ2]/∆2 ∩ k〈Y1〉[U1, X1, X2, U̇1, Ẋ1, Ẋ2]) = 3.

However, going back to the general case, we can find a resolvent representation for the system (4.5)

computing one for the system (4.7) with some restrictions.

Let us consider the differential ideals

∆1 := [Y1 − g1(Z[e]), . . . ,Yr − gr(Z[e])] ⊂ k〈Y〉{Z}
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and

∆2 := [Ẋi, j − Xi+1, j, Ẋe−1, j − U j,Yk − gk(X,U, U̇); 1 ≤ i ≤ e − 2, 1 ≤ j ≤ m, 1 ≤ k ≤ r] ⊂ k〈Y〉{X,U}

associated to the systems (4.5) and (4.7) respectively.

As a first step, we need to show how the Hilbert-Kolchin polynomials and the orders of these two ideal are

related and how to obtain a differential transcendence basis that can be transported from one differential

extension to the other.

Since the conversion from one system to the other is made via a change of variables, it is clear that, for

every l ≥ e there is a (non-differential) ring isomorphism

k〈Y〉[Z[l]]/∆1 ∩ k〈Y〉[Z[l]] ' k〈Y〉[X[l−e+1],U[l−e+1]]/∆2 ∩ k〈Y〉[X[l−e+1],U[l−e+1]].

These isomorphisms imply that, even though the Hilbert-Kolchin polynomial of the systems are not the

same, they are closely related:

Hk〈Y〉,∆1(l) = Hk〈Y〉,∆2(l − e + 1) ∀ l ≥ e − 1.

From Proposition 11, we know that dimdiffk〈Y〉(Frac(k〈Y〉{X,U}/∆2) = m− r and the same proof follows

straightforwardly to show that dimdiffk〈Y〉(Frac(k〈Y〉{Z}/∆1) = m− r, then the orders of the ideals satisfy

that ordk〈Y〉,∆1 = ordk〈Y〉,∆2 − (m − r)(e − 1).

The change of variables we have made to obtain a first-order differential system induces a non-differential

isomorphism between the differential fields

τ : Frac(k〈Y〉{Z}/∆1) −→ Frac(k〈Y〉{X,U}/∆2).

Although τ is not a differential isomorphism it does respect in some way the order of derivation of the

polynomials, for every l ≥ e:

p ∈ k〈Y〉[Z[l]]/∆1 ∩ k〈Y〉[Z[l]]⇔ τ(p) ∈ k〈Y〉[X[l−e+1],U[l−e+1]]/∆2 ∩ k〈Y〉[X[l−e+1],U[l−e+1]]

and for l ≤ e − 1:

p ∈ k〈Y〉[Z[l]]/∆1 ∩ k〈Y〉[Z[l]]⇔

τ(p) ∈ k〈Y〉[X1, j, . . . , Xl+1, j; 1 ≤ j ≤ m]/∆2 ∩ k〈Y〉[X1, j, . . . , Xl+1, j; 1 ≤ j ≤ m].

In particular,

p ∈ k〈Y〉[Z]/∆1 ∩ k〈Y〉[Z[l]]⇔ τ(p) ∈ k〈Y〉[X1,1, . . . , X1,m]/∆2 ∩ k〈Y〉[X11, . . . , X1,m].

Because of this relation, if we are able to obtain a differential transcendence basis for the field exten-

sion k〈Y〉 ↪→ Frac(k〈Y〉{X,U}/∆2) from the set of variables {X1,1, . . . , X1,m} (which clearly contains one
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since the other variables are dependent), we will also obtain a differential transcendence basis for the

extension k〈Y〉 ↪→ Frac(k〈Y〉{Z}/∆1) applying the isomorphism τ−1. In the same way, once the diffe-

rential transcendence basis W has been fixed and added to the ground field, if we construct a primitive

element for the first extension involving only the variables of the set {X1,1, . . . , X1,m} that are not part of

the differential transcendence basis, applying τ−1, we obtain a primitive element of the original extension

k〈Y,W, 〉 ↪→ Frac(k〈Y〉{Z}/∆1).

For the first condition, Remark 40 assures that the transcendence basis obtained by applying the algorithm

in Theorem 39 is extracted from the set of variables {X1,1, . . . , X1,m}. The second condition is satisfied

since Theorem 41, which is valid for any prime differential ideal, can be applied to the field extension

k〈Y〉 ↪→ Frac(k〈Y〉{Z}/∆1). This ensures the existence of a primitive element of the field extension

k〈Y〉 ↪→ Frac(k〈Y〉{X,U}/∆2) involving only the remaining variables in the set {X1,1, . . . , X1,m}.

As we have already mentioned, the transformation from the system (4.5) to the system (4.7) described in

(4.6) is a linear change of variables, and this allows us to reformulate the results obtained in Theorem 56

for the system (4.5) in the following proposition:

Proposition 63. Let g1, . . . , gr ∈ Q[t][X,U, U̇]Q[t,Z[e]] be polynomials with degrees bounded by an

integer d.

Let W be a differential transcendence basis of the differential field extension k〈Y〉 ↪→ Frac(k〈Y〉{Z}/∆1).

Let us rename the set of variables V = {V1, . . . ,Vr} := Z \W and let γ = λ1V1 + · · ·+ λrVr be a primitive

element of the 0-dimensional differential field extension k〈Y,W〉 ↪→ Frac(k〈Y,W〉{V}/∆1).

Let s := ordk〈Y〉,∆1 ≤ re, N := r(m(e + 3) + r(e + 1) − 1) +m(m(e + 3) + r(e + 1) + e − 1) and Ṽ ⊂ AN the

irreducible variety defined by the r(m(e + 3) + r(e + 1)) polynomial equations

(Y1 − g1(Z[e]))[m(e+3)+r(e+1)−1] = 0, . . . , (Yr − gr(Z[e]))[m(e+3)+r(e+1)−1] = 0.

Then, there is a resolvent representation

{M, q V1 − p1, . . . , q Vr − pr}

of the prime differential ideal ∆1 with respect to the transcendence basis Y,W and a primitive element

γ with M, q, pi ∈ k[Y [m(e+3)+r(e+1)−1],W[m(e+3)+r(e+1)−1],T [s]] for i = 1, . . . , r and their total degrees

bounded by deg(Ṽ) ≤ d(rm+r2)(e+1)+2rm.

All the algorithms described to this last two sections apply in the case of the system (4.5) assuming that

g1, . . . , gr ∈ Q[t,Z[e]] have degrees bounded by d and are encoded by a straight-line program of length

L. This probabilistic algorithms will compute

• a differential transcendence basis W of the differential field extension

Q(t)〈Y〉 ↪→ Frac(Q(t){Y,Z}/[Y1 − g1(Z[e]), . . . ,Yr − gr(Z[e])]),
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• a primitive element γ of Q(t)〈Y,W〉 ↪→ Frac(Q(t){Y,Z}/[Y1 − g1(Z[e]), . . . ,Yr − gr(Z[e])]),

• a resolvent representation of the differential ideal [Y1 − g1(Z[e]), . . . ,Yr − gr(Z[e])] with respect to

the differential transcendence basis Y,W and the primitive element γ,

within the same order of complexity as for the computation of the resolvent representation of system

(2.1). Actually, the precise expression of this complexity can be obtained replacing n by m(e + 1) in the

estimations of Theorem 61.
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Appendix A

Resolvent representation for

over-determined differential systems

In the previous chapters, we focused on the computation of a resolvent representation of the generic

differential system (2.1) under Assumption 5 on the differential algebraic independence of the polyno-

mials g1, . . . , gr, which played a key role in our arguments. Now, we will drop that assumption and we

will look for a (resolvent-like) representation of the system. More precisely, we will consider differential

systems of the form: 

Ẋ1 = f1(X,U)
...

Ẋn = fn(X,U)

Y1 = g1(X,U, U̇)
...

Yρ = gρ(X,U, U̇)

(A.1)

where f1, . . . , fn ∈ k[X,U] and g1, . . . gρ ∈ k[X,U, U̇] are arbitrary polynomials in the sets of variables

X := {X1, . . . , Xn}, U := {U1, . . . ,Um} and U̇ := {U̇1, . . . , U̇m}.

Our aim is to compute an alternative resolvent representation of system (A.1). In order to do this, we will

modify the system so that the condition in Assumption 5 is met and compute a resolvent representation

of the modified system together with a family of additional polynomials giving further information on

the original system.

As a first step for the construction of this representation, we will need to decide which of the polyno-

mials g1, . . . , gρ are differentially algebraically independent as elements of the differential quotient ring

k{Y, X,U}/[ f1 − Ẋ1, . . . , fn − Ẋn] over the field k, in other words, which of them satisfy Assumption 5

in Section 2.1. This is done in Proposition 65 below but for its proof we need to introduce first some

well-known concepts from differential algebra such us rankings and characteristic sets. Since many of
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the other proofs in this appendix are similar to those of the results we have presented so far, we will not

show all the details, but we will outline the main ideas involved.

A.1 Rankings and characteristic sets

In this section we introduce briefly the classical notions of rankings and characteristic set. A more

detailed description can be found in [38], [52] and [34]. Even though these concepts constitute some of

the basic tools of differential algebra, we have tried to avoid them in this work due to the unsatisfactory

complexity bounds that their manipulation carries with it. However, we need them now for the proof of

one of the main results we are about to show (see Proposition 65 below).

Let E be a differential field and let Z be a set of differential indeterminates over E. A ranking on E{Z} is

a total order � on the set ΘZ := {Z(l) : l ∈ N0} satisfying

u̇ � u for every u ∈ ΘZ and

u̇ � v̇ if u � v for u, v ∈ ΘZ.

A ranking � on E{Z} such that Z(r)
i � Z(s)

j if i > j is called an elimination ranking.

Assume that a ranking on E{Z} has been fixed. Let p ∈ E{Z} \ E. The leader of p, denoted by `(p), is the

greatest element of ΘZ appearing in p.

The leading coefficient of p in the variable `(p), denoted by Ip, is called the initial of p, and S p :=

∂p/∂`(p) is the separant of p.

If `(p) is a derivative of the variable Z j, then Z j is called the leading variable of p, and it is denoted by

vp(p).

A polynomial q ∈ E{Z} is reduced with respect to p if no proper derivative of `(p) appears in q and

deg`(p)(q) < deg`(p)(p).

A subset A ⊂ E{Z} \ E is an autoreduced set if every element p ∈ A is reduced with respect to all the

elements of A \ {p}.

A characteristic set of an ideal I ⊂ E{Z} is an autoreduced subset C of I with the property that no

element of I is reduced with respect to all the elements of C.

A.2 Independent equations

Keeping our notation from the previous chapters (see Chapter 2), let Fi := fi − Ẋi ∈ k[X, Ẋ,U] for

i = 1, . . . , n, and G j := g j − Y j ∈ k[Y, X,U, U̇] for j = 1, . . . , ρ.

Let Ω ⊂ k{Y, X,U} be the differential ideal [F1, . . . , Fn,G1, . . . ,Gρ].

For every l ∈ N, let Ωl := (F[l−1],G[l−1]
1 , . . . ,G[l−1]

ρ ) ⊂ k[Y [l−1], X[l],U[l]].

The following analogues of Remark 4 and Proposition 11 hold in this context:
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Remark 64. For every l ∈ N, the ideal Ωl ⊂ k[Y [l−1], X[l],U[l]] ⊂ k[Y [l], X[l],U[l]] is prime and

k[Y [l], X[l],U[l]]/Ωl ' k[X,U[l]].

The differential ideal Ω ⊂ k{Y, X,U} is prime and

k{Y, X,U}/Ω ' k[X]{U}

with the derivation induced by Ẋ j = f j(X,U) and thus

diffdim(Ω) = m.

Substituting the variables not involved in the corresponding polynomial rings by suitable polynomials or

values in k, as it is done for instance in Proposition 7, it is clear that

Ω ∩ k[Y [l−1], X[l],U[l]] = Ωl and Ω ∩ k[Y [l], X[l],U[l]] = Ωl+1 ∩ k[Y [l], X[l],U[l]].

Moreover, for all l ≥ 0,

HΩ,k(l) = trdegk(Frac(k[Y [l], X[l],U[l]]/k[Y [l], X[l],U[l]] ∩Ω)) = m(l + 1) + o

where o = ordk(Ω) ≤ n + ρ.

The fact that the ideal Ω might contain a non-zero polynomial involving only the variables Y1, . . . ,Yρ

(since Assumption 5 is no longer valid) prevents us from considering these variables as being part of a

differential transcendence basis of the differential field extension

k ↪→ G := Frac(k{Y, X,U}/Ω).

We will show now how to obtain a maximal differentially independent subset of the set {Y1, . . . ,Yρ}.

To do this, we need an algebraic condition for a set Y ⊂ {Y1, . . . ,Yρ} to be differentially algebraically

independent in the differential extension k ↪→ G:

Proposition 65. The set Y ⊂ {Y1, . . . ,Yρ} is differentially algebraically independent in k ↪→ G if and

only Y[n+ρ] is algebraically independent in k[Y [n+ρ], X[n+ρ+1],U[n+ρ+1]]/Ωn+ρ+1 over k.

Proof. Assume that {Y [n+ρ]
l1
, . . . ,Y [n+ρ]

lt
} ⊂ k[Y [n+ρ], X[n+ρ+1],U[n+ρ+1]]/Ωn+ρ+1 is algebraically indepen-

dent over k.

Fix an order on the set Y \ {Yl1 , . . . ,Ylt } and consider the ranking� on k{Y, X,U} given by:

• Yl1 � . . . � Ylt � Y \ {Yl1 , . . . ,Ylt } � X1 � . . . � Xn � U1 � . . . � Um

• if Zi,Z j ∈ {Y, X,U} then Z(r)
i � Z(s)

j if Zi � Z j, for all r, s ∈ N.
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By [53, Lemma 19 and Theorem 24], there exists a characteristic set C of the ideal Ω with respect to this

ranking, such that ord(C) ≤ ordk(Ω) ≤ n + ρ for every C ∈ C.

Now, if Yl1 , . . . ,Ylt are differentially algebraic in k ↪→ G, there exists C ∈ C with

C ∈ Ω ∩ k[Y [n+ρ]
l1
, . . . ,Y [n+ρ]

lt
] ⊂ Ω ∩ k[Y [n+ρ], X[n+ρ+1],Y [n+ρ+1]] = Ωn+ρ+1,

contradicting the hypothesis of algebraic independence of Y [n+ρ]
l1
, . . . ,Y [n+ρ]

lt
.

Combining this proposition with Lemma 38, we deduce the following algorithmic criterion:

Proposition 66. Let J0 be the Jacobian matrix

J0 :=
(
∂{F,G}[n+ρ]

∂{X,U}[n+ρ+1]

∣∣∣∣ ∂{F,G}[n+ρ]
∂Y [n+ρ]

)
.

Then, Y ⊂ {Y1, . . . ,Yρ} is a differentially algebraically independent set in k ↪→ G if and only if the

columns of J0 corresponding to derivatives with respect to variables in Y[n+ρ] can be removed with no

change in rank. Here, the ranks are taken over the polynomial ring

k[X,U[n+ρ]] ' k[Y [n+ρ], X[n+ρ+1],U[n+ρ+1]]/(F[n+ρ],G[n+ρ]).

In the case when k = Q(t), this result enables us to obtain a maximal differentially algebraically indepen-

dent subset Y ⊂ {Y1, . . . ,Yρ} by means of a probabilistic recursive procedure (similar to the algorithm

underlying the proof of Theorem 39) within complexity polynomial in the number of variables and equa-

tions, and linear in the logarithm of the maximum degree of the input polynomials and the length of a

straight-line program encoding them.

A.3 Extended resolvent representation

In the sequel, we will assume that Y ⊂ {Y1, . . . ,Yρ}, a maximal differentially algebraically independent

subset in k ↪→ G, has been chosen and, to simplify notations, that this set is Y = {Y1, . . . ,Yr}.

The differential equation system obtained by removing from system (A.1) the equations corresponding to

Yr+1, . . . ,Yρ satisfies Assumption 5 and so, it can be characterized by means of a resolvent representation

as shown in Chapter 4, Section 4.2.

Furthermore, for each j = r + 1, . . . , ρ, there is a non-zero polynomial

M j ∈ k{Y}{T } with M j(Y j) ∈ Ω.

Due to Proposition 65, {Y[n+ρ],Y [n+ρ]
j } is algebraically dependent in

k[Y [n+ρ], X[n+ρ+1],U[n+ρ+1]]/Ωn+ρ+1
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and so, we can choose M j ∈ k[Y[n+ρ]][T [n+ρ]] with M j(Y[n+ρ],Y [n+ρ]
r+ j ) ∈ Ωn+ρ+1.

An irreducible polynomial M j ∈ k[Y[n+ρ]]{T } of minimal order in the variable T satisfying the previous

condition will be called a minimal polynomial for Y j.

We will be interested in providing a representation of system (A.1) of the following type:

Definition 67. An extended resolvent representation of system (A.1) consists of:

• A maximal differentially algebraically independent subset Y ⊂ {Y1, . . . ,Yρ} in the differential

extension

k ↪→ Frac(k{Y, X,U}/[F1, . . . , Fn,G1, . . . ,Gρ]).

• Assuming Y = {Y1, . . . ,Yr}, a differential transcendence basis W of the extension

k〈Y〉 ↪→ F := Frac(k{Y, X,U}/[F1, . . . , Fn,G1, . . . ,Gr])

and a primitive element γ of

k〈Y,W〉 ↪→ F .

• A resolvent representation of the ideal [F1, . . . , Fn,G1, . . . ,Gr] with respect to the transcendence

basis W and the primitive element γ.

• Minimal polynomials Mr+1, . . . ,Mρ ∈ k{Y}{T } for the variables Yr+1, . . . ,Yρ.

We have already shown how to obtain the elements of the first three items. Since the algorithm that

computes the polynomials Mr+1, . . . ,Mρ of the fourth items follows very closely the methods applied to

the computation of the minimal polynomial of the resolvent representation, we will sketch briefly this

procedure.

Denote G := {G1, . . . ,Gr}. For j = r + 1, . . . , ρ, let

Ω j := [F,G,G j] ⊂ k{Y,Y j, X,U}

and, for every non-negative integer l, let

Ω
j
l := (F[l−1],G[l−1],G[l−1]

j ) ⊂ k[Y[l−1], X[l],U[l]][Y [l−1]
j ].

Let now s j be the minimum non negative integer h such that {Y[n+ρ],Y [h]
j } is algebraically dependent in

k[Y [n+ρ], X[n+ρ+1],Y [n+ρ+1]]/Ωn+ρ+1.

The fact that for a minimal polynomial for Y j we have

M j(Y[n+ρ],Y [s j]
j ) ∈ Ωn+ρ+1

implies straightforwardly that this polynomial lies in Ω j
n+ρ+1, since it does not depend on the variables

Y (h)
k with k > r, k , j.
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Thus, in order to find the polynomial M j it is enough to consider the differential system of equations

F = 0,G = 0,G j = 0 and its associated ideals Ω j and Ω j
l , l ≥ 0. This implies, in turn, the existence of a

minimal polynomial

M j ∈ k[Y[n+r]][T [s j]]

for Y j with s j ≤ n + r and

M j(Y[n+r],Y [s j]
j ) ∈ Ω j

n+r+1.

Finally, we can estimate the total degree of the minimal polynomials M j, j = r + 1, . . . , ρ, by characte-

rizing them as the defining equations of certain hypersurfaces.

To do so, let n1 := (n + m + r + 1)(n + r + 1) + n + m.

Fix j, r + 1 ≤ j ≤ ρ, let V j be the irreducible variety defined in An1 by the ideal Ω j
n+r+1 and consider the

linear map

π j : V j → A
r(n+r+1)+s j+1

defined by

π j(y[n+r], x[n+r+1], u[n+r+1], y[n+r]
j ) = (y[n+r], y[s j]

j ).

Proposition 68. Under the previous assumptions and notations, for j = r + 1, . . . , ρ, the Zariski closure

π j(V j) is an irreducible hypersurface ofAr(n+r+1)+s j+1 and any irreducible polynomial M j ∈ k[Y[n+r],T [s j]]

defining π j(V j) is a minimal polynomial for Y j.

We deduce:

Corollary 69. For j = r + 1, . . . , ρ, a minimal polynomial M j ∈ k[Y[n+r],T [s j]] for Y j satisfies:

s j ≤ n + r, M j(Y[n+r],Y [s j]
j ) ∈ Ω j

n+r+1 and deg(M j) ≤ deg(V j).

From the algorithmic point of view (assuming k = Q(t)), the order s j of the minimal polynomial M j can

be computed, with the same techniques of matrix rank computations as those used in Chapter 3, as the

minimum non negative integer h such that {Y[n+r],Y [h]
j } is algebraically independent in

k[Y[n+r], X[n+r+1],U[n+r+1],Y [n+r]
j ]/Ω j

n+r+1

(using the Jacobian matrix of the generator system of Ω j
n+r+1). Then, a minimal polynomial M j can be

computed as a polynomial defining π j(V j) following the procedure underlying the proof of Proposition

58.

94



Therefore, we obtain a probabilistic algorithm that computes an extended resolvent representation of

system (A.1) within the same order of complexity as for the computation of a resolvent representation

under Assumption 5; namely, polynomial in the number of variables, the number of input polynomials,

an upper bound for their degrees and the degree of an algebraic variety defined by these polynomials and

their derivatives up to a fixed order, and linear in the length of a straight-line program encoding them.
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Appendix B

Differential index and implicit equations

As we have already mentioned at the end of Chapter 2, in the literature, there are many different defini-

tions of the differentiation index of a first-order differential algebraic system ([9], [44], [18] and others).

Among all of them, we focus on the one that, roughly speaking, defines it as the minimum number of

times that the given differential algebraic system must be differentiated in order to determine the deriva-

tives of the unknowns as continuous functions of the unknowns themselves. This definition is clear when

we consider the following simple examples (see also [7]):

Example 1: Given a differentiable function F : R × Rn × Rn → Rn, consider the differential system of

equations F(t, X, Ẋ) = 0, where F := (F1, . . . , Fn) and X := (X1, . . . , Xn). Then the Implicit Function

Theorem says that the differential index of the system is 0 if the matrix
(
∂Fi

∂X j

)
i, j

is regular.

Example 2: Let f , g : R3 → R be two differentiable functions and consider the differential system of

equations given by  Ẋ1 = f (t, X1, X2)

0 = g(t, X1, X2).

Then, if
∂g
∂X2
, 0 the differential index of the system is 1 since from the second equation, by differentia-

tion, we obtain the relation 0 =
∂g
∂t
+
∂g
∂X1

Ẋ1 +
∂g
∂X2

Ẋ2.

We have already given a definition for the differentiation index of the system 2.1 by means of the the

stationary properties of the rank of certain matrices (Definition 25). In this appendix we prove some

additional results about this invariant and we show that, if we consider algebraic equations instead of

continuous functions in the first case, both definitions coincide in this particular case. These results will

also allow us to give an alternative representation, different from the resolvent representation, of this

system. This new representation can be seen as the generalization of the Implicit Function Theorem.
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We go back now to our original system (2.1)

Ẋ1 = f1(X,U)
...

Ẋn = fn(X,U)

Y1 = g1(X,U, U̇)
...

Yr = gr(X,U, U̇)

keeping all the notations and assumptions introduced in Chapter 2 Section 2.1.

First let us recall that the differentiation indexσ of the system (2.1) (see Definition 25) is the non-negative

integer such that for any i ∈ N0, µk,i < µk+1,i if k < σ and µk,i = µσ,i if k ≥ σ (see Definition 15).

When the field extension associated to the system 2.1 is of positive dimension, as in the case for the resol-

vent representation, the first step towards the construction of this alternative Implicit Function Theorem-

like presentation of the system (2.1) is the obtention of a differential transcendence basis to be added to

the ground field in order to change to a 0-dimensional situation. In Sections 3.3 and 3.4 we have de-

fined a “good” differential transcendence basis and have shown an algorithm for its computation. These

differential bases, that have the additional property of not changing the order of the ideal ∆ after adding

the variables to the ground field, have proved useful for the computation of the resolvent representation

saving us the computation of this order a second time. In the case of the presentation that we are about to

show, they play an even more helpful role that we will illustrate with a simple example in the following

section.

B.1 “Good” differential transcendence basis: a simple example

Before stating any precise result, let us consider the following example of a 1-dimensional differential

algebraic equation system with coefficients in k := Q, borrowed essentially from [18, Section 3.4]:

Y1 = U1 + U̇m

Y2 = U2 + U̇1
...

Ym−1 = Um−1 + U̇m−2

(B.1)

with m > 2.
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Here, we have n = 0 and r = m− 1. The associated matrix needed for the computation of the differentia-

tion index, J1,0 ∈ Q〈U〉(m−1)×m, is 

0 · · · · · · 0 1

1 0 · · · 0 0
...
. . .

. . .
...
...

0 · · · 1 0 0


,

which has full row rank m − 1. Hence, by Definition 15, we have µ1,0 = µ0,0 = 0 and so, from Definition

25, the differentiation index σ of the system (B.1) is equal to 0.

Following the slightly informal definition of the differentiation index given in the Introduction and at the

beginning of this Appendix, the fact that σ = 0 should imply that, after choosing one of the variables

as a differential transcendence basis of the field extension, all the derivatives of the remaining variables

can be written in terms of the variables U1, . . . ,Um manipulating only the equations (i.e., the variables

Y1, . . . ,Ym−1).

This rewriting of the equations is trivially true for all the variables different from Um−1,

U̇m = Y1 − U1

U̇1 = Y2 − U2
...

U̇m−2 = Ym−1 − Um−1.

(B.2)

Then, it is quite natural to consider {Um−1} as the differential transcendence basis and to interpret the

previous system as a 0-dimensional system over the field k1 := Q〈Um−1〉. Now, the matrix J1,0 is the

(m − 1)-square matrix 

0 · · · 0 1

1 · · · 0 0
...
. . .

...
...

0 · · · 1 0


,

which is clearly non singular. Hence µ1,0 = µ0,0 = 0 and so, the new associated differentiation index σ1

is equal to 0, coinciding with the differentiation index σ of the system considered over k. The relations

(B.2) can be seen now as a full rewriting of the derivatives in terms of the variables. Furthermore, the

order of the ideal associated to the system does not change by the extension of the ground field from Q

to Q〈Um−1〉: following Corollary 29, we have ordk〈Y〉〈Um−1〉(∆) = ordk〈Y〉(∆) = m − 1, since the sequence

(µk)k is the same in both cases, and {Um−1} is a “good” differential transcendence basis.

However, not every choice of the free variables is a “good” basis and preserves the properties of the input

system. Another possible choice is to take Um as the free variable for the system (B.1), but it is not a

“good” basis since ordk〈Y〉〈Um〉(∆) = 0 , m−1 = ordk〈Y〉(∆). In this case the original system is considered
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as an (m−1)-square 0-dimensional system over the ground differential field k2 := Q〈Um〉. Then, the new

matrix J1,0 is the (m − 1)-square matrix 

0 · · · · · · 0

1 0 · · · 0
...
. . .

. . .
...

0 · · · 1 0


,

which has rank m − 2. So, µ1,0 , 0 = µ0,0 and therefore, the differentiation index σ2 of the system (B.1)

over k2 is strictly positive. In fact, it is easy to see that σ2 = m − 1. Now, the variables U1,U2, . . . ,Um−1

can be written in terms of derivatives of the equations (i.e. the variables Y1, . . . ,Ym−1) and elements of

the base field k2 as follows:

U1 = Y1 − U̇m

U2 = Y2 − Ẏ1 + U(2)
m

U3 = Y3 − Ẏ2 + Y (2)
1 − U(3)

m

...

Um−1 = Ym−1 − Ẏm−2 + · · · + (−1)m−2Y (m−2)
1 + (−1)m−1U(m−1)

m .

From these identities, we can see that the order of derivatives of the equations required to express the

derivatives U̇1, . . . , U̇m−1 in terms of U1, . . . ,Um−1 (in this particular case, simply as elements of the base

field k〈Y〉〈Um〉) is exactly m − 1, which is the differentiation index σ2 of the system (B.1) interpreted

over the field k2.

The previous example shows once more that different differential transcendence bases of the differential

field Frac(k〈Y〉{X,U}/∆) over k〈Y〉 (in the example, {Um−1} and {Um}) may lead to very different quan-

titative properties of the 0-dimensional system obtained after localization. From this point of view, the

first localization of the system (B.1) in a “good” differential basis seems to follow the behavior of the

original system more closely than the second one.

In the next section we will show the relations between a “good” differential transcendence basis, whose

existence has been proved in Section 3.3, and the remaining differential dependent variables using “few”

(as many as the differentiation index) derivatives of the equations.

B.2 Implicit variables

We start this section by stating a result that is a straightforward corollary of Theorem 28 and Proposition

33. This gives us an “implicit function type” result in terms of the differentiation index σ of the system

2.1 (see also [18, Section 3]):
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Theorem 70. The variables X,U split into three different subsets: W := {W1, . . . ,Wm−r} (m − r =

dimdiffk〈Y〉F ), ξ := {ξ1, . . . , ξs} (s = ordk〈Y〉(∆)) and η := {η1, . . . , ηn+r−s} where

• W is a differential transcendence basis of k〈Y〉 ↪→ Frac(k〈Y〉{X,U}/∆).

• W [i] ∪ ξ is an algebraic transcendence basis of k〈Y〉 ↪→ Fi for all i ∈ N0 (see Notation 31).

• There exist non-zero polynomials Pt, Q j, 1 ≤ t ≤ n + r − s, 1 ≤ j ≤ s, with coefficients in the base

field k, such that

– Pt(Y [σ−1],W, ξ, ηt) ∈ (F[σ−1],G[σ−1]) ⊂ k[Y [σ−1], X[σ],U[σ]],

– Q j(Y [σ],W, Ẇ, ξ, ξ̇ j) ∈ (F[σ],G[σ]) ⊂ k[Y [σ], X[σ+1],U[σ+1]].

Proof. Let W and ξ be subsets of variables as in Proposition 33. Then, the first and second conditions

in the statement hold. Let η := {η1, . . . , ηn+r−s} be the set of the remaining variables X,U (i.e., those

different from the W’s and the ξ j’s).

For every t, 1 ≤ t ≤ n + r − s, the element ηt ∈ F0 is algebraic over k〈Y〉(W ∪ ξ), since W ∪ ξ is a

transcendence basis of k〈Y〉 ↪→ F0. Hence, there is a non-zero polynomial P̂t with coefficients in k〈Y〉

such that P̂t(W, ξ, ηt) ∈ ∆ ∩ A0 = ∆σ ∩ A0 (see Theorem 26). In the same way, the fact that W ∪ Ẇ ∪ ξ

is a transcendence basis of k〈Y〉 ↪→ F1 ensures the existence of non-zero polynomials Q̂ j ( j = 1, . . . , s)

with coefficients in k〈Y〉 verifying: Q̂ j(W, Ẇ, ξ, ξ̇ j) ∈ ∆ ∩ A1 = ∆σ+1 ∩ A1.

The polynomials Pt’s and Q j’s that satisfy the third condition of the statement can be easily obtained

from the previous P̂t’s and Q̂ j’s, by multiplying them by adequate factors in k{Y} and evaluating the

superfluous variables Y [l] at suitably chosen elements of the base field k (for all l ≥ σ in the case of P̂t

and for all l ≥ σ + 1 for the polynomials Q̂ j).

Formally, the third statement of the previous Theorem makes no sense if the differentiation index σ is

zero. However this is exactly the case where the Implicit Function Theorem can be applied in order to

write each derivative of the variables {X,U} \ {W} in terms of the same variables (obviously neither as a

polynomial nor as a rational function). So, the first item of the third condition must be empty (there are

no variables η). More precisely:

Remark 71. Under the conditions of Theorem 70, suppose that the differentiation index σ is zero, then

the statement of the third item of the theorem admits a natural interpretation also in this case. Following

Corollary 29, the Hilbert-Kolchin polynomial of the ideal ∆ over k〈Y〉 is H∆,k〈Y〉(i) = (m − r)(i + 1) +

(n + r) and its order is n + r (recall that µk,0 is always defined as 0). So, no variables η appear, or

equivalently ξ = {X,U} \ {W}. Then there exist non-zero polynomials Q j, for j = 1, . . . , n + r, such that

Q j(Y,W, Ẇ, ξ, ξ̇ j) ∈ (F,G) ⊂ k[Y, X, Ẋ,U, U̇].
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The non-zero polynomials Pt and Q j introduced in Theorem 70 are not uniquely determined without any

additional requirements (as minimality of order and degree, irreducibility, etc.). However, the conditions

stated in this theorem allow us to choose a family of such polynomials that can be regarded as eliminating

polynomials of suitable algebraic-geometric situations and thus, repeating the arguments and the notation

we used in the Subsection 4.1.3, estimate their degrees.

Recall that, for each N ∈ N we denote AN the affine space k̄N , where k̄ is a fixed algebraic closure of the

ground field k, with the Zariski topology.

Set N0 := (r + n + m)σ + n + m and N1 := (r + n + m)(σ + 1) + n + m and let V0 ⊂ A
N0 and V1 ⊂ A

N1

be the algebraic varieties defined by the ideals (F[σ−1],G[σ−1]) ⊂ k[Y [σ−1], X[σ],U[σ]] and (F[σ],G[σ]) ⊂

k[Y [σ], X[σ+1],U[σ+1]] respectively, that is:

V0 := {F[σ−1] = 0 , G[σ−1] = 0} and V1 := {F[σ] = 0 , G[σ] = 0}.

Note that both varieties are irreducible complete intersection and their dimensions are, respectively,

m(σ + 1) + n and m(σ + 2) + n.

Let W := {W1, . . . ,Wm−r}, ξ := {ξ1, . . . , ξs} and η := {η1, . . . , ηn+r−s} be as in Theorem 70. For t with

1 ≤ t ≤ n + r − s, and j with 1 ≤ j ≤ s, we define linear projections πt and θ j as follows:

πt : V0 → A
r(σ−1)+m+s+1, πt(y[σ−1], x[σ], u[σ]) := (y[σ−1],w, ξ, ηt);

θ j : V1 → A
r(σ−1)+2m+s+1, θ j(y[σ], x[σ+1], u[σ+1]) := (y[σ],w, ẇ, ξ, ξ̇ j).

From Proposition 33, we deduce that the set {Y [σ−1],W, ξ} (resp. the set {Y [σ],W, Ẇ, ξ}) is algebraically

independent in the fraction field k(V0) (resp. k(V1)). On the other hand, due to Theorem 70, the set

{Y [σ−1],W, ξ, ηt} (resp. {Y [σ],W, Ẇ, ξ, ξ̇ j}) is algebraically dependent in the same field. Thus, the closure

of the image of the map πt (resp. θ j) is a k-definable irreducible hypersurface in the corresponding space

and so, it can be defined by a single polynomial lying in the ideal (F[σ−1],G[σ−1]) (resp. (F[σ],G[σ]))

whose total degree (see [29, Lemma 2]) is bounded by degV0 (resp. degV1).

Therefore, we obtain the following upper bounds for the degrees of polynomials Pt and Q j providing

implicit equations for the dependent variables:

Proposition 72. With the previous assumptions and notations, there exist polynomials Pt and Q j meeting

the conditions of Theorem 70 with total degrees bounded by degV0 and degV1 respectively. In particular,

if d is an upper bound for the total degree of the polynomials in system (2.1), we have deg Pt ≤ dσ(n+r)

and deg Q j ≤ d(σ+1)(n+r).

Proof. The first degree upper bounds stated are those previously obtained. The (non-intrinsic) upper

bounds in terms of d follow straightforwardly from the Bézout inequality (see, for instance, [29, Theorem

1]) applied to estimate degV0 and degV1.
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Following the same arguments applied in Section 4.2 we can show not only degree upper bound for the

polynomials Pt and Q j, but also effective procedures for their computation.

Once again, for simplicity, suppose k := Q and assume that the input polynomials F,G have degree

bounded by d and they are given by a straight line program of length L. Then, the following complexity

result can be obtained :

Proposition 73. There is a probabilistic algorithm which computes the polynomials Pt’s and Q j’s in-

troduced in Theorem 70 with error probability bounded by ε, with 0 < ε < 1, and within complexity

O(log(1/ε)d2L) Π(n + m,maxi degVi)), where Π is a suitable two-variate universal polynomial.

The complete proof of this result follows almost exactly the proof of the Proposition 58 and so we omit

it now.
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Appendix C

Bézout-type degree bounds for the

resolvent representation of explicit systems

In this appendix we will consider a particular kind of differential algebraic equation systems. These

systems, which are a special case of the system (2.1) with differential index 0, are the ones usually

considered in the classical theory of ordinary differential equation.

We will obtain for these systems a more accurate syntactic bound for the degree of the minimal polyno-

mial of a primitive element. This bound is a consequence of a more precise computation of the degree

of the constructible algebraic set π(V) (see Notation 47), which bounds the degree of the minimal poly-

nomial, than the Bézout bound for the degree of the variety V stated, for instance, in Theorem 49 above

(see also Theorem 61 and Example 51).

The particular systems we will consider here are the following:
Ẋ1 = f1(X,U)

...

Ẋn = fn(X,U)

, (C.1)

where, as before, X := X1, . . . , Xn and U := U1, . . . ,Um are differential unknowns and the polynomials

f1, . . . , fn ∈ k[X,U] (k a differential field with a non constant element) have their total degrees bounded

by an integer d. Again, for i = 1, . . . n, we set Fi = fi − Ẋi ∈ k[X, Ẋ,U]. In other words, (C.1) is the

special case of (2.1) with r = 0.

In Section 4 we have stated all our degree and algorithmic upper bounds in terms of the degree of the

algebraic variety V introduced in Notation 47 (or alternatively in syntactic terms by means of the Bézout

inequality). However, the invariant which really bounds the quantities already mentioned is the degree

of the image of the variety V under a suitable projection π (see, for instance, Proposition 48).
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Here we will find a more precise syntactic, “Bézout-type” upper bound for deg π(V) for systems of type

(C.1) and this will improve the estimations given in Theorems 49 & 61.

We keep the notations of Section 4 for the particular class of systems considered in this appendix (recall-

ing that now r = 0 and so K = k). In this case, the differential transcendence basis W is just the set of

variables U. Moreover, as it is the case in the example 51, we have that if ∆ = [F], ∆∩k[X[i],U[i]] = (F[i])

(and so σ = 0) and its differential Hilbert-Kolchin polynomial is Hk,∆(i) = (m + 1)i + n, in particular

s = ordk(∆) = n. So, if we set N1 := (n + m)(n + 1) (see Notation 47 and Remark 46), the variety V

contained in AN1 is defined by the ideal (F[n−1]) ⊂ k[U[n], X[n]].

Therefore, let γ := λ1X1 + · · · + λnXn be a primitive element of the extension k〈U〉 ↪→ F , N2 :=

m(n + 1) + n + 1 (recall that now r = 0 and s = n) and π : V → AN2 be the projection (u[n], x[n]) →

(u[n], γ(x), . . . , γ(n)(x)), where, for l = 0, . . . , n, we have γ(l) =

l∑
k=0

(
l
k

)
(

n∑
i=1

λ(k)
i X(l−k)

i ) according to Leib-

niz’s formula.

Under these notations, the following inequality holds:

Proposition 74. deg π(V) ≤
n∏

i=1

(i(d − 1) + 1).

Proof. Consider the dominant morphism π : V→ π(V) ⊂ AN2 . Since dim π(V) = N2 − 1 = m(n+ 1)+ n,

Remark 4 implies that dim π(V) = dimV. Hence, the Theorem of Fibers (see for instance [61, Ch. I, Sec.

6, Th. 7]) implies that the typical (i.e. generic) fiber of the morphism π is 0-dimensional. More precisely,

there exist Zariski dense open setsV ⊂ V andU ⊂ π(V) such that π(V) ⊂ U and π|V : V → U has all

its fibers 0-dimensional (in particular no empty).

Let L ⊂ AN2 be a generic 1-dimensional linear variety such that L∩U is finite and its cardinal is exactly

deg π(V).

If we set Ui j,Tk with 1 ≤ i ≤ m, 0 ≤ j ≤ n and 0 ≤ k ≤ n for the coordinates of the affine space AN2 , the

linear variety L is defined by N2 − 1 linear (non-homogeneous) equations `p = 0, p = 1, . . . ,N2 − 1, in

these variables. Moreover, because of the genericity of L, the equations can be chosen in a ‘triangular’

form. More precisely,

• If p = 1, . . . , n + 1, we have `p = bp + Tp−1 +

m∑
i=1

n∑
j=0

api jUi j, with bp, api j ∈ k.

• If p = n + 2, . . . ,N2 − 1, we have `p = bp +

m∑
i=1

n∑
j=0

api jUi j, with bp, api j ∈ k.

SetW := π−1(L ∩ π(V)).

Since L ∩ U is finite and has as many points as deg π(V), we infer that L ∩ U = L ∩ π(V). Therefore,

W ⊂ V is also a finite set (recall that π|V has finite fibers). Moreover, the inequality

deg π(V) ≤ #(W) (C.2)
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holds.

Explicitly, the closed setW is given by the equations defining V and π−1(L):

W =



F = 0
...

...

F(n−1) = 0

bp +

p−1∑
k=0

(
p − 1

k

)
(

n∑
i=1

λ(k)
i X(p−1−k)

i ) +
m∑

i=1

n∑
j=0

api jU
( j)
i = 0, 1 ≤ p ≤ n + 1

bp +

m∑
i=1

n∑
j=0

api jU
( j)
i = 0, n + 2 ≤ p

(C.3)

Taking the successive derivatives of the equations appearing (C.1) we have that, for all i = 1, . . . n and

j ∈ N0, there exists a polynomial hi j ∈ k[X,U, . . . ,U( j−1)] such that

X( j)
i ≡ hi j(X,U, . . . ,U( j−1)) (mod (F[ j−1])). (C.4)

Moreover, the polynomials hi j can be taken verifying the following recursion:

hi0 := Xi for i = 1, . . . , n

hi j :=
n∑

k=1

∂hi, j−1

∂Xk
fk +

m∑
k=1

j−2∑
l=1

∂hi, j−1

∂U(l)
k

U(l+1)
k for 1 ≤ i ≤ n and j ≥ 1.

In other words, these polynomials can be obtained by differentiating and replacing the variables Ẋi by

the polynomials fi (i = 1, . . . , n).

From this construction we observe that the total degree of the polynomials hi j can be easily estimated:

deg hi j ≤ j(deg fi − 1) + 1, for all i = 1, . . . , n and j ∈ N0. (C.5)

From (C.4), the equations defining (C.3) which correspond to the first n equations defining π−1(L) can

be replaced by:

bp +

p−1∑
k=0

(
p − 1

k

)
(

n∑
i=1

λ(k)
i hi,p−1−k) +

m∑
i=1

n∑
j=0

api jU
( j)
i = 0,

for 1 ≤ p ≤ n + 1.

Hence, according to (C.5), the p-th equation of this type has total degree bounded by

max{(p − 1 − k)(deg fi − 1) + 1 , k = 0, . . . , p − 1} ≤ (p − 1)(d − 1) + 1, (C.6)

where d := maxi deg fi.
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Now, letW ⊂ A(n+1)m+n be the algebraic set defined by

W :=


bp +

p−1∑
k=0

(
p − 1

k

)
(

n∑
i=1

λ(k)
i hi,p−1−k) +

m∑
i=1

n∑
j=0

api jU
( j)
i = 0, 1 ≤ p ≤ n + 1

bp +

m∑
i=1

n∑
j=0

api jU
( j)
i = 0, n + 2 ≤ p

(C.7)

(observe that the system only involves the variables U[n] and X and so, the varietyW may be interpreted

in the (n + 1)m + n−dimensional affine space).

By comparing (C.3) and (C.7) we observe thatW is a finite set and #(W) = #(W) since the the variables

X(1), . . . , X(n) are uniquely determined by the equations F = 0, . . . , F(n−1) = 0.

Finally, by Bézout inequality and the upper degree bound (C.6), we infer that #(W) ≤
∏n+1

p=1((p− 1)(d −

1) + 1) and then, from (C.2) we deduce the inequality:

deg π(V) ≤
n∏

i=1

(i(d − 1) + 1).

This Proposition shows that the degree of the minimal polynomial of a primitive element of the field

extension associated to the system (C.1) is bounded by
∏n

i=1(i(d − 1) + 1).

Finally, let us remark that this single exponential degree upper bound for the minimal polynomial in-

duces, for this particular case, a more accurate estimation for the degree bounds in the resolvent repre-

sentation than the double exponential bounds found in 49 & 61 by means of the Bézout inequality.
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Ż j the first derivative of the variable Z j, page 26

Z(i)
j the i-th derivative of the variable Z j, page 26

ΘZ the set of variables {Z(i)
j , i ∈ N0, }, page 26

Z the set of variables {Z1, . . . ,Zα}, page 26

Z(i) the set of variables Z(i)
1 , . . . ,Z

(i)
α , page 26

p(l) the l-th derivative of the differential polynomial p, page 26

ord(p,Z j) the order of the maximal derivative of X j that appears in p, page 27

ord(p) the maximal order of derivation that appears in p, page 27

Frac(E{Z}/I) the fraction field of the differential integral domain E{Z}/I, page 27

diffdimF (I) the differential dimension of the differential ideal I over E, page 27

HI,E the Hilbert-Kolchin function of I with respect to E, page 27

trdegE the transcendence degree of over E, page 27

ordE(I) the order of I with respect to E, page 28

deg( f ) the total degree of the polynomial f , page 29

Z[i] the set of variables Z, Ż, . . . ,Z(i) , page 31
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G j the polynomials g j − Y j ∈ k[Y, X,U, U̇] , page 33

(F[l−1],G[l−1]) the polynomial ideal generated by F[l−1],G[l−1], page 33

f̃ (k)
i the polynomial obtained by replacing X(l)

h = f̃ (l−1)
h in f (k)

i , page 33

g̃(k)
j the polynomial obtained by replacing X(l)

h = f̃ (l−1)
h in g(k)

j , page 33

pi,s the polynomial ideal generated by F[i−1],G[i−1], F(i−1)
1 , . . . , F(i−1)

s , page 33

qi,t the polynomial ideal generated by F[i−2],G[i−2], F(i−1),G(i−1)
1 , . . . ,G(i−1)

t , page 33

∆ the differential ideal in k〈Y〉{X,U} generated by F,G, page 34

Al the polynomial ring k〈Y〉[X[l],U[l]], page 34

∆l the polynomial ideal in Al generated by F[l−1],G[l−1], page 34

F the fraction field of k{Y, X,U}/[F,G] and k〈Y〉{X,U}/∆ , page 36

Jl the Jacobian matrix of the polynomials F[l−1],G[l−1] with respect to the variables X[l],U[l],

page 37

Jl the matrix obtained by replacing X(k)
j = f̃ (k−1)

j in Jl, page 37

Jk,i the Jacobian matrix of the polynomials F(i),G(i), . . . , F(i+k−1),G(i+k−1) with respect to the

variables X(i+1),U(i+1), . . . , X(i+k),U(i+k), page 38

Jk,i the matrix obtained by replacing X(k)
j = f̃ (k−1)

j in Jk,i, page 38

Jt
k,i the transpose of Jk,i, page 38

µk,i the dimension of the kernel of Jt
k,i, page 39

σ the differential index , page 45

Fi the fraction field of Ai/(∆ ∩ Ai), page 51

W a subset {W1, . . . ,Wm−r} ⊂ {X,U} which is a “good” differential transcendence basis of the

field extension k〈Y〉 ↪→ F , page 53

110



K the differential field k〈Y,W〉, page 66

V the set of n + r variables {X,U} \W, page 66

γ a primitive element of the field extension K ↪→ F , page 66

M a minimal polynomial for γ, page 66

∆̃ the differential ideal in K{V} generated by F and G, page 66
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[14] L. D’Alfonso, G. Jeronimo, P. Solernó, On the Complexity of the Resolvent Representation of Some Prime

Differential Ideals. Journal of Complexiy 22 (2006) 396–430.
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Polynomial System Solving Paris (2004).

[50] P. Rabier, W. Rheinboldt, A Geometric Treatment of Implicit Differential-Algebraic Equations. J. of Diff.

Equations 109, (1994), 110-146.

[51] J.F. Ritt, Differential equations from the algebraic standpoint, Amer. Math. Soc. Colloq. Publ., Vol. 14, New

York, 1932.

[52] J.F. Ritt, Differential Algebra, Amer. Math. Soc. Colloq. Publ., Vol. 33, New York, 1950.

[53] B. Sadik, A bound for the order of characteristic set elements of an ordinary prime differential ideal and

some applications, Appl. Algebra Engrg. Comm. Comput. 10 (2000), No. 3, 251–268.
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