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Computer Simulation of Chemical Reactivity in Biomolecules 

 

Abstract 

 

 The main goals of this thesis have been (i) to implement a quantum mechanical-

molecular mechanical (QM-MM) methodology and (ii) to apply classical and QM-MM simulations 

schemes to the study of chemical reactivity in biomolecules. 

Regarding the first goal, we have successfully implemented a density functional theory 

(DFT) hybrid QM-MM method developed for simulation of reactions in complex environments. It is 

particularly suited to study enzyme active sites or solutes in condensed phases. The method 

combines a QM description of the solute with a MM treatment of the environment. The QM 

fragment is treated using DFT as implemented in the computationally efficient numerical basis set 

program SIESTA, while the environment is treated using the classical Amber force field 

parameterization.  

 The second goal has been achieved by applying this methodology to the investigation of 

three biological problems, in order to shed light into the molecular basis of the protein effects and 

to obtain new insights that would not be extracted by experimental work only. In the first place, we 

have performed calculations on a well-known system in order to validate the implemented 

methodologies, the chorismate to prephenate conversion catalyzed by the Bacillus subtilis 

chorismate mutase. We have correctly predicted both the energetic and entropic experimental 

contributions to the enzyme catalytic activity. Secondly, we have performed calculations for the 

NO detoxification process catalyzed by Mycobacterium tuberculosis oxygenated truncated 

hemoglobin N (trHbN). Our results suggest that the essential dynamics of the protein leads to a 

mechanism suited for selective migration of both O2 and NO ligands and that the reaction itself is 

catalyzed mainly by means of the heme moiety. Finally, we have investigated the hydroxylation 

reaction catalyzed by the binuclear copper enzyme peptidylglycine α−hydroxylating 

monooxygenase (PHM), concluding that the active specie that abstracts the substrate-HA atom is 

[CuO]
+2
 and that the process occurs concertedly with almost no activation energy.  

 

 

 

 

 

 

KeywordsKeywordsKeywordsKeywords: DFT, QM-MM, SIESTA, Amber, Chorismate Mutase, trHbN, PHM. 
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Simulación Computacional de Reactividad Química en 

Biomoléculas 

 

Resumen 

 

 Los objetivos principales de esta tesis han sido (i) implementar un método cuántico-

clásico (QM-MM) y (ii) la aplicación de esquemas de simulación computacional clásicos y QM-

MM al estudio de la reactividad química en biomoléculas. 

Respecto al primer objetivo, hemos implementado exitosamente un método híbrido QM-

MM basado en la teoría de los funcionales de la densidad (DFT), desarrollado para simular 

reactividad química en medios complejos. En particular, éste método es adecuado para el 

estudio de sitios activos enzimáticos o solutos en fases condensadas. El método combina una 

descripción basada en la mecánica cuántica (QM) para el soluto, con un tratamiento clásico (MM) 

del medio. El subsistema QM es descripto a nivel DFT, mediante la implementación del eficiente 

programa de bases numéricas SIESTA, mientras que el entorno se describe utilizando la 

parametrización clásica basada en el campo de fuerzas Amber. 

 El segundo objetivo se ha logrado mediante la aplicación de dicha metodología a la 

investigación de tres problemas biológicos. Nuestra meta fue arrojar luz en las bases 

moleculares de los efectos del entorno y obtener nuevos resultados no obtenibles sólo de la 

experimentación. En primer lugar, hemos llevado a cabo cálculos sobre un sistema bien conocido 

para validar nuestro método, la conversión de corismato a prefenato catalizada por la enzima 

corismato mutasa del Bacilus subtilis. Hemos predicho correctamente tanto los factores 

energéticos como entrópicos experimentales para la actividad catalítica de esta enzima. 

Seguidamente, hemos llevado a cabo cálculos computacionales de la reacción de detoxificación 

del NO catalizada por la enzima hemoglobina truncada N (trHbN) oxigenada del Mycobacterium 

tuberculosis. Nuestros resultados sugieren que la dinámica de la enzima conlleva a un 

mecanismo de regulación de entrada selectiva de los ligandos O2 y NO y que la reacción química 

es catalizada por el grupo hemo solamente. Finalmente, hemos investigado la reacción de 

hidroxilación llevada a cabo por la enzima binuclear de cobre monooxigenasa α−hidroxilante de 

peptidil-glicinas (PHM), concluyendo que la especie activa capaz de abstraer el átomo HA del 

sustrato es [CuO]
+2
 y que el proceso ocurre concertadamente y sin energía de activación. 

 

 

Palabras Clave:Palabras Clave:Palabras Clave:Palabras Clave: DFT, QM-MM, SIESTA, Amber, Corismato Mutasa, trHbN, PHM. 
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Chapter 1: Introduction 

 

Computational Biological Chemistry? 

Biological systems are responsible for life. In the last fifty years, since the DNA double-helix 

structure discovery, elucidating and understanding the molecular basis of biomolecular function 

has played a central role in biochemical and biological sciences, starting from DNA transcription, 

DNA transduction and the biosynthesis of proteins to the understanding of what their principal 

functions are inside the cells. Proteins are then, the leading moieties in almost all biological 

processes, and are involved in catalysis, transport, growth control, cellular differentiation, besides 

their functions as mechanical support and molecular motors.
1
  

 

Most biological transformations are performed by a special type of proteins called enzymes, 

which can catalyze biochemical reactions that would not occur at any appreciable rate if they 

were not present.
1
 The most important properties of enzymes are their capability of catalyzing 

chemical reactions at moderate temperature and pressure conditions, their high rate constants 

and their substrate specificity. Detailed microscopic understanding of the enzymatic mechanisms, 

interaction with substrates and other agents, transmission of the information, correlation between 

their amino-acids sequence and conformation, or in general between their structure and function, 

are the prime objectives of contemporary biological chemistry research and nowadays represent 

one of the most attractive and ambitious challenges in science, leading to a wide variety of 

applications, such as drugs design or developing of new protein based catalysts. 

 

The advance in the understanding of protein’s behavior at a microscopic level has been 

impressive in the last decades. Experimental molecular biology, especially by means of 

sequencing and recombinant DNA techniques, is one of the key factors for such success. 

However, this evolution would not have been possible without the contributions arising from 

physics and chemistry, especially by techniques such as X-ray diffraction and NMR spectroscopy 

and the purification methods as chromatography or electrophoresis.
1
 

 

On the other hand, in the recent years, a different approach has been used to explore the 

microscopic behavior of biomolecules: computer simulation techniques. Computational schemes 

have been adopted by the biological community and have been successfully implemented in a 

wide variety of examples, allowing us to obtain structural, thermodynamic, spectroscopic and 

dynamical information that in some cases would not be accessible by means of experimental 

techniques.
2,3

 This impressive advance in computer simulation techniques applied to the study of 

complex chemical systems is due to the availability of efficient and economic computers and the 
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development of new methodologies. This has been evidenced by the 1998 Chemistry Nobel price 

awarded to professors John Pople and Walter Kohn for their fundamental contributions in this 

field. Computational chemistry is then a fundamental tool for elucidating enzymatic reactivity 

providing microscopic information hardly accessible by other techniques.  

 

Basically, these kinds of simulations are based on the principles of quantum mechanics (QM) or 

classical mechanics (MM). In classical methods the atoms interact themselves by parameterized 

potentials, constituting the force field. The electrons are not explicitly included in the calculations, 

but they are implicitly present by means of the parameterization, and therefore these methods are 

not suited for studying chemical reactions or any other process involving charge transfer or 

electronic rearrangements. However, they can be correctly applied to calculations of structural or 

dynamical properties, especially when the number of atoms constituting the system is very high, 

such as biomolecules or polymers in general. Protein folding, conformational analysis and 

protein-ligand interactions, where there is no chemical reaction involved, are examples of 

phenomena which may be investigated by classical models.
4,5

 Techniques based on QM, called 

electronic structure methods, are in principle capable to deal with all kind of phenomena, allowing 

us to obtain information that would not be obtained with classical mechanics, such as chemical 

reactivity or electronic excitations. 

 

The dawn of quantum mechanics dates at the beginning of the 20th century with the contributions 

of great scientists such as Planck, Einstein, Schrödinger, Heisenberg, Dirac, and Feynman 

among others.
6
 The quantum mechanics formalism originated a turning point in physics and in the 

way of thinking how to describe microscopic systems such as atoms or molecules, which classical 

mechanics fails to describe. In fact, solving Schrödinger equation provides us all system 

information or all electronic properties if applied to a molecule, including its energy and structure.
7
 

However, this equation has not analytical solution for systems containing more than one electron. 

Finding approximate methodologies in order to solve this equation gave rise to quantum 

chemistry. From the origin of such theory till today, there has been a great effort to develop 

efficient techniques in order to solve the electronic problem with a better degree of accuracy. 

Quantum chemistry has emerged as an essential tool in chemical research in the last decades, 

mainly due to the advances in computer hardware and methodology.  

 

The Hartree-Fock method (HF),
8
 developed around the 30’s, was one of the most used 

methodologies for approximately solving Schrödinger equation. It is based on the variation 

principle and it is a self-consistent method, because the Hamiltonian explicitly depends upon its 

solution. A different approach is the density functional theory (DFT).
8
 It was originally proposed by 

Hohenbeg, Kohn and Sham in the middle 60’s and is based in using the electronic density for 

describing the system and solving the electronic problem. During a long time, the time required 
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and the hardware limitations, made the computer calculations almost impossible for systems 

interesting from the biological standpoint. However, since the beginning of the 80’s, when the 

computational resources became both efficient and available, computer simulations based in HF 

of DFT schemes, have been widely adopted by the quantum chemistry community. 

 

Application of quantum chemistry to biological systems has initially consisted in studying small 

model system of the relevant biochemical molecules. Despite the simplicity of these models, it 

has been possible to obtain information about reaction paths, conformational properties and 

specific interactions. However, in the last years, the situation has drastically changed, given the 

fact that there are new accessible methodologies to treat more complex systems at an adequate 

level of theory, such as techniques based in DFT. The exact description of an enzymatic system 

involving one enzyme, the substrate and the solvent, could be carried out by performing a 

molecular dynamics simulation employing the Schrödinger equation solution of the entire system. 

However, due to the nonlinear increase of computational cost of QM calculations, the treatment of 

these large systems is not presently feasible. One way to overcome this limitation has been 

oriented to the development of linear-scaling electronic structure methods.
9-14

 The development 

and validation of theoretical models which balance accuracy and computational efficiency is 

nowadays a very active research area.  

 

The model systems calculations previously discussed give us valuable information about the 

system properties, but they can difficultly describe neither issues such as microsolvation, 

enzyme-substrate specific interaction nor the dynamical behavior of the processes. For these 

reasons, new methodologies have been developed in order to describe more realistically 

environment effects on biochemical reactions. The most employed strategy is the so called hybrid 

quantum mechanical-molecular mechanical (QM-MM) scheme.
15-20

 These schemes are adequate 

for the investigation of chemical events that take place in a certain region of a large system. The 

fundamental strategy of QM-MM methods is very attractive from a chemical point of view and is 

based in the fact that, in almost enzymes, the active site is limited to a small number of atoms. 

This subsystem, where most of the electronic density changes occur during the reaction, must be 

necessary described by means of QM, while the rest of the system, the environment with no bond 

breaking or forming, can be adequately represented by a classical force field parametrization 

(MM).  

 

The use of these kind of techniques for the investigation of chemical reactivity in solution and in 

enzymes has increased enormously in the past years.
21-26

 Due to the fact that a large degree of 

configurational sampling is necessary in most biological applications, the computational expense 

of QM-MM implementations remains a crucial issue, and the electronic structure scheme should 

be carefully chosen in order to provide accurate results at low cost for each particular problem. 
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The use of QM-MM schemes in which the QM calculation involves a linear scaling approach may 

be the best strategy for dealing with problems in which it is necessary to select a large QM 

subsystem.
9-14

  

 

These kinds of schemes have been widely employed to the study of small molecules in 

condensed phase and in nanoaggregates.
27

 Other applications include surface and zeolite 

studies.
28,29

 However, in this thesis we will focus in applying QM-MM methodologies to biological 

systems. Illustrative examples of these kind of calculations are the binding energy and electron 

transfer between Putidarredoxine and Cytochrome P450cam,
30

 modeling of the catalytic 

mechanism in Methane Monooxygenase,
31

 and conformational equilibrium inside Chorismate 

Mutase active site.
32

 

 

In most cases, the system description is achieved by employing classical force field 

parameterizations, such as Amber
33

 or Charm,
34

 for the classical subsystem and semiempirical or 

Hartree-Fock schemes for the active site. These approximations in describing the electronic 

structure of the QM subsystem can be improved employing DFT based schemes. Inclusion of 

these methods into the QM formalism gives us a more realistic description of the system, and is of 

prime interest for studying metalloenzymes,
35

 where electronic correlation effects are essential for 

an accurate description of chemical reactivity. 

 

Under these considerations, it is evident that computer simulation methods are now in a position 

where they can significantly contribute to the elucidation and interpretation of the enzymatic 

chemical reactivity, because they allow us to describe protein behavior at a molecular level. Even 

though nowadays they are usually employed as a complement to experimental research, it is not 

unreal to think that with better QM methods and faster computational implementations, computer 

simulations techniques will become a fundamental tool for accessing to chemical mechanisms 

and microscopic detailed information that would not be possible to obtain by any other method. 

 

Objectives and Outline 

The present work has two prime objectives: 

1) The first is a methodological and more general one. It consists in developing a hybrid QM-MM 

methodology suited for describing chemical reactions in complex environments by coupling an 

efficient code based in DFT for describing the electronic structure of the active site together with a 

force field parameterization for the rest of the protein, the environment. DFT has shown to be an 

optimal cost-benefit alternative.
36

 We will employ efficient DFT schemes, in order to make the 

electronic structure calculations feasible. In particular, we will use the SIESTA method (Spanish 

Initiative for Electronic Structure of Thousands of Atoms).
37

 This electronic structure technique will 
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be coupled with classical force fields potentials as implemented in the Amber
33

 or Charmm
34

 

codes. This part of the present thesis work is quite ambitious, because it involves developing new 

methodologies and their implementation in complex and efficient programs.  

 

In Chapter 2 we will briefly introduce the theoretical foundations of this thesis. We will describe 

the QM description of matter, based in solving the Schrödinger equation. We will explain different 

methodologies, from HF to DFT, which is mostly used throughout this thesis. It will be also 

important to describe simulation techniques based on classical potentials. A complete description 

of hybrid QM-MM methodologies is given, taking particular attention to the implementation on the 

SIESTA code, which is the described objective. Finally, we will explore different techniques for 

exploring the potential energy surface. 

 

2) The second objective of the present work is to apply our QM-MM technique to study relevant 

biological systems. We will start by performing calculations on well-known systems in order to 

validate the implemented methodologies. In the second place, we will apply our computational 

schemes to the investigation of open questions in chemical reactivity of biological systems. Our 

goal is to shed light into the molecular basis of the selected problems in order to both complement 

experimental information and obtain insight that is not evident from experimental results alone. 

 

Chapter 3 is focused on the discussion of the chorismate to prephenate conversion catalyzed by 

the Bacillus subtilis Chorismate Mutase.
38

 This was done in order to present and test our QM-MM 

scheme, because it is a problem for which there is an important body of theoretical and 

experimental data. This intramolecular transformation is of special interest because Chorismate 

Mutase is an essential enzyme in the Shikimate pathway, responsible for the biosynthesis of 

aromatic amino acids in bacteria, fungi, and plants, but not in mammals. So, this problem is of 

interest not only for an understanding of its catalytic rate enhancement, but also as a target for the 

discovery of antibiotics, antifungals, and herbicides.  

 

In Chapter 4 we will present the results obtained for the NO detoxification process performed by 

Mycobacterium tuberculosis truncated hemoglobin N (trHbN).
39

 M. tuberculosis is the causative 

agent of human tuberculosis and is forced into latency by nitric oxide produced by macrophages 

during infection. In response to nitrosative stress, M. tuberculosis has evolved a defense 

mechanism that relies on the oxygenated form of “truncated hemoglobin” N (trHbN), formally 

acting as NO-dioxygenase, yielding the harmless nitrate ion. We will shed light on the molecular 

basis for the NO scavenging reaction of oxygenated trHbN from M. tuberculosis by using both 

classical and QM-MM tools. 
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Chapter 5 is devoted to the investigation of the hydroxylation reaction catalyzed by 

peptidylglycine α−hydroxylating monooxygenase (PHM).
40

 Hydroxylation of the Cα of a C-

terminal glycine is the first step in the amidation reaction of many peptide hormones and 

neuropeptides in order to be biologically active. This reaction is catalyzed by separate enzymatic 

domains of peptidylglycine α-amidating monooxygenase (PAM). The second step consists in 

disproportionation of the α-hydroxyglycine previously generated. PHM, a two-copper, ascorbate-

dependent enzyme is the more extensively studied of the two PAM domains.
40

 For that reason, 

we will shed light into the molecular basis of the hydrogen abstraction mechanism catalyzed by 

this enzyme. 

 

Finally, in Chapter 6, we will present the general conclusions of the present work, as well as our 

future perspectives in computer simulation techniques for studying chemical reactivity in 

biological systems. 
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Chapter 2: Methodology 

 

The theoretical foundations of this thesis are briefly introduced in this chapter. We will start by 

presenting the quantum-mechanical description of matter, based in solving the Schrödinger 

equation. In this context, different techniques are explained, such as Hartree-Fock and density 

functional theory, which is the most used implementation of quantum mechanics employed 

throughout this thesis. It is also of particular interest introducing simulation schemes based on 

classical potentials, such as molecular mechanics. A complete description of hybrid quantum-

classical methodologies is given, taking particular attention to the implementation of the SIESTA 

QM-MM code. Finally, the issue of sampling the potential energy surface is also explored, 

specifically energy minimization, molecular dynamics simulation and free energy calculations. 

 

The Schrödinger equation and the variation principle 

Any approximation to study atomic or molecular systems from first principles must be based in the 

theory which describes microscopic particles behavior, quantum mechanics. Quantum 

mechanics, developed at the beginnings of the last century, is based in solving the Schrödinger 

equation: 

 
2

2( , )
( , ) ( , )

2

t
t V t

i t m

∂Ψ
− = − ∇ Ψ +

∂
r

r r
� �

 (2.1) 

This is a differential equation whose resolution gives us the wave function ( , )tΨ r , which is the 

mathematical description of a quantum particles system, subject to the external potential ( , )V tr . 

The wave function contains all the system information because it allows us to obtain any system 

property. The quantum chemistry main goal is then to solve this differential equation for a system 

containing nucleus and electrons, such as a molecule. For these kinds of systems, an exact 

solution is not possible and approximate solutions should be seeked. In the case of time 

independent potentials, ( , )tΨ r  can be rewritten as the product of a spatial and a time part. This 

procedure allows us to reduce the Schrödinger equation to a time independent form: 

 
2

2 ( , ) ( , ) ( , )
2

t V t E t
m

− ∇ Ψ + = Ψr r r
�

 (2.2) 

or, defining the Hamiltonian operator as
2

2

2
H V

m

∧ ∧

= − ∇ +
�

,  

 ( ) ( )H E
∧

Ψ = Ψr r  (2.3) 
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where E is the system energy and rrrr represents the coordinates of the particles. The Schrödinger 

equation is then a partial differential eigenvalue equation in which an operator, HHHH, acts on a 

function (the eigenfunction, ( )Ψ r ) and returns the function multiplied by a scalar (the eigenvalue, 

E). For the case of a system containing N electrons and M nucleus, the Hamiltonian operator in 

atomic units1 is: 

 2 2

1 1 1 1 1 1

1 1 1

2 2

N M N M N N M M
A A B

i A

i A i A i j i A B AA iA ij A B

Z Z Z
H

M r r R

∧

= = = = = > = >

= − ∇ − ∇ − + +∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑ (2.4) 

where i and j are the electron indexes and A and B are the nuclear ones. The first two terms are 

the electronic and nuclear kinetic energy, the third term is the nuclear-electron attraction, and the 

fourth and fifth terms are the electron-electron and nuclear-nuclear repulsion, respectively.  

 

One common procedure to all quantum chemistry calculations is to uncouple the electron and 

nuclear motions, in order to solve the electronic problem alone. This procedure is better known as 

the Born-Oppenheimer approximation,2 based in the fact that since the nucleus are much heavier 

than the electrons, they move more slowly. This means that the electrons are subject to a static 

potential of punctual charges or that they instantaneously respond to any nuclear motion. Under 

this approximation, the second term in equation (2.4) is zero and the last one becomes a 

constant. The rest of the terms are what is called the electronic Hamiltonian, which has an 

associated electronic wave function that is a function of the electrons coordinates only and 

depends parametrically on the nuclear coordinates. 

 

If we take into account the spin of the electrons, we must satisfy the antisymmetric quantum 

mechanical principle for fermions, which demands that any well behaved wave function must be 

antisymmetric when interchanging the coordinates of any two electrons: 

 1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )i j N j i Nx x x x x x x xΨ = −Ψ  (2.5) 

where xi denotes the position and the spin. If we define the spin-orbital, iχ as the one electron 

wave function, the antisymmetric requirement for the all electron wave function is accomplished 

by using a Slater determinant of the form: 

 

1 1 1

2 2 21 2

1 2

( ) ( ) ( )

( ) ( ) ( )
( , ,..., ) ( !)

( ) ( ) ( )

i j k

i j k

N

i N j N k N

x x x

x x x
x x x N

x x x

χ χ χ
χ χ χ

χ χ χ

Ψ =

�

�

� � �

�

 (2.6) 

This determinant involves N indistinguishable electrons distributed over N spin-orbitals, iχ with xi 

being the spatial and spin coordinates of electron i. This is the simplest way of generating an 

antisymmetric wave function. 
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So far, we have presented the Schrödinger equation and the mathematical form of its solution, the 

wave function. However, we have not said anything about how to find it. In this sense, the 

variation principle is the way to find an approximate solution to an eigenvalue problem, such as 

the Schrödinger equation, without solving it in a strict way. Let’s first note that given the 

Hamiltonian operator, there is an infinite set of solutions to the time independent Schrödinger 

equation: 

 0 1 ... ...i i i iH i 0,1,2,...
∧

Ψ = Ψ = ≤ ≤ ≤ ≤ε ε ε ε  

where iε are the exact eigenvalues, 0ε the energy of the ground state, and iΨ are the 

orthonormal eigenvectors such that i j ijδΨ Ψ = . Because { }iΨ is a complete set of 

functions, any other function, Φ can be written as the linear combination: 

 ,i i i i

i

c cΦ = Ψ = Ψ Φ∑  (2.7) 

If the function Φ is normalized, the variation principle states that the Hamiltonian expected 

value on Φ will be greater or equal to the ground state energy. So, if 1Φ Φ = , then: 

 0H
∧

Φ Φ ≥ ε  (2.8) 

The variation principle application to the electronic problem is as follows: we want to find a 

function that minimizes the energy of the system H
∧

Φ Φ . In practice, this trial wave function is 

expressed as a linear combination: 

 
N

i i

i

c φΦ = ∑  (2.9) 

being { }iφ a known set of N basis functions. The idea now is to find the set of coefficients ci 

which minimize the expectation value of the energy by using (2.9). 

 i i j j i j ij

ij ij

H c H c c c Hφ φ
∧ ∧

Φ Φ = =∑ ∑  (2.10) 

where ij i jH Hφ φ
∧

= are the Hamiltonian matrix elements in the{ }iφ basis. Taking into 

account that Φ is normalized, the coefficients are given by: 

 2 1i j i j i

ij i

c c cφ φΦ Φ = = =∑ ∑  (2.11) 

In order to minimize the energy (2.10) subject to the constraint imposed in (2.11), we use the 

Lagrange’s method of undetermined multipliers.2 Let us construct a functionλ subtracting the 
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term ( 1)E Φ Φ − to the original expression (2.10), which is equivalent to add zero because of 

(2.11), and so the minimum of both H
∧

Φ Φ andλ occur at the same values of the coefficients. 

This procedure introduces a new degree of freedom associated to the new multiplier E that allows 

us to obtain the best coefficients independently: 

 0 2 1,2,...,j kj i ik k

j ik

c H c H Ec k N
c

λ∂
= = + − =

∂ ∑ ∑  (2.12) 

but since ij jiH H= , if real basis functions are used, we have: 

 0 1,2,...,ij j i

j

H c Ec i N− = =∑  (2.13) 

or in matrix notation: 

 EHc = c  (2.14) 

where cccc represents a column vector with elements ci. The equation (2.14) is the standard 

eigenvalue problem for the matrix HHHH and can be solved to yield N orthonormal eigenvectors 

α
c and corresponding eigenvalues Eα . Introducing the diagonal matrix EEEE containing the 

eigenvalues and the matrix of eigenvectors CCCC defined as i iC cα
α = , the N relationships obtained 

from solving (2.14) can be written as: 

 HC = EC  (2.15) 

Solving (2.15) we obtain N orthonormal eigenfunctions, 

 0,1,..., 1
N

i i

i

c Nα
α φ αΦ = = −∑  (2.16) 

each of them with an eigenvalueEα associated. Taking into account that the eigenvectors 
α
c are 

orthonormal, the eigenvalueEα  is the expectation value of the Hamiltonian with respect to αΦ : 

 
i i j j i ij j

ij ij

H c H c c H c

E E

β α β α
β α

β α β α
α α αβ

φ φ

δ

∧∧

Φ Φ = =

= = =

∑ ∑

c Hc c c

 (2.17) 

In particular, the lowest eigenvalue is the best possible approximation to the ground state energy 

of H in the space spanned by the basis functions{ }αΦ , and it can also be shown that the rest of 

the eigenvectors are upper bounds for the energy of the different excited states of the 

Hamiltonian. 

In summary, the linear variational method is a procedure for finding, by diagonalizing the HHHH matrix, 

the N solutions for the time independent Schrödinger equation. The wave function of the ground 

electronic state, 0Φ  is the eigenvector corresponding to the lower energy eigenvalue. 
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The Hartree-Fock Approximation 

Finding and describing approximate solutions to the electronic Schrödinger equation has been a 

major concern of quantum chemists since the birth of quantum mechanics. In general, quantum 

chemists are faced with many-electron problems. Central to attempt solving such problems, is the 

Hartree-Fock approximation, which has played an important role in the development of modern 

chemistry. In addition, it usually constitutes the first step towards more accurate approximations. 

The basic idea which underlies this approximation is to apply the variation principle to a system 

described by a Hamiltonian such as the one introduced in (2.4), by using the Born-Oppenheimer 

approximation and choosing the electronic wave function by means of a Slater determinant as 

defined in (2.6). 

Let us define the electronic Hamiltonian operator elH
∧

, by taking into account only the first, third 

and forth terms of equation(2.4): 

 2

1 1 1 1

1 1

2

N N M N N
A

el i

i i A i j iiA ij

Z
H

r r

∧

= = = = >

= − ∇ − +∑ ∑∑ ∑∑  (2.18) 

If the wave functionΨ is defined by means of a Slater determinant in terms of the orbitals iχ as in 

(2.6), the electronic energy is: 

 ( )
1 1 1

1

2

N N N
core

el ii ij ij

i i j

E H H J K
∧

= = =

= Ψ Ψ = + −∑ ∑∑  (2.19) 

where we have introduced the Coulomb ijJ and exchange ijK integrals, which depend on two 

electrons coordinates, and the term core

iiH arising from the integral of only one electron coordinate. 

If we consider real orbitals, then: 

 
2

1

1

1
(1) (1) (1) (1)

2

core

ii i i i i

Z
H

r

α

α α

χ χ χ χ= − ∇ − ∑  (2.20) 

 1

12(1) (2) (1) (2)ij i j i jJ rχ χ χ χ−=  (2.21) 

 1

12(1) (2) (1) (2)ij i j j iK rχ χ χ χ−=  (2.22) 

whereas core

iiH is associated to the kinetic energy of electron i and its interaction with the nucleus, 

the Coulomb integral ijJ can be identified as the electron-electron repulsion. The exchange 

integral ijK , however, comes from the wave function antisymmetric requirement and has no 

relationship with any quantity from classical mechanics. Nevertheless, its contribution is far from 

being negligible and should be taken into account. 

 



Chapter 2: MethodologyChapter 2: MethodologyChapter 2: MethodologyChapter 2: Methodology    

    

    

28282828    

According to the variation principle, the system wave function will be the one defined in terms of 

the spin-orbitals iχ
 
which minimize the energy of the system. If we minimize expression (2.19) 

subject to the restriction that the spin-orbitals iχ are orthonormal, one can find a set of 

relationships for the best spin-orbitals iχ . These particular relationships are known as the 

Hartree-Fock equations,2 which at first glance are not in the standard eigenvalue form, 

1

(1) (1) (1)
N

i ji j

j

F χ ε χ
∧

=

= ∑ . However, one can introduce a new set of spin-orbitals by 

performing a unitary transformation to the original ones, without changing the absolute value of 

the Slater determinant, which allow us to rewrite the Hartree-Fock equations in the canonical 

eigenvalue form:2 

 (1) (1) (1) 1,2,...,i i iF i Nχ ε χ
∧

= =  (2.23) 

where the eigenfunctions are the N spin-orbitals iχ , also called molecular or Hartree-Fock 

orbitals, whose energies are given by the eigenvalues iε .F
∧

is the Fock operator which can be 

written in terms of three different operators: 

 
1

(1) (1) [ (1) (1)]
N

core

j j

j

F H J K
∧∧ ∧ ∧

=

= + −∑  (2.24) 

each of them defined by its action over the orbital iχ : 

 2

1

1

1
(1) (1) (1) (1)

2

core

i i i

Z
H

r

α

α α

χ χ χ
∧

= − ∇ −∑  (2.25) 

 * 1

2 12(1) (1) (2) (2) (1)j i j j iJ dx rχ χ χ χ
∧

− =  ∫  (2.26) 

 * 1

2 12(1) (1) (2) (2) (1)j i j i jK dx rχ χ χ χ
∧

− =  ∫  (2.27) 

the first one, coreH
∧

operates over one electron coordinates, but jJ
∧

and jK
∧

, called the Coulomb 

and exchange operators, respectively, involve two electron integrals. The exchange operator, 

arising from the antisymmetric nature of the determinant, is different from the Coulomb operator 

because depends on the value of iχ throughout all space, and since there does not exist a simple 

potential uniquely defined at each points of space, it is said to be a nonlocal operator. On the 

other hand, jJ
∧

 which represents the repulsion between electron pairs assuming that for each 

electron i  there is an effective or averaged local potential due to the presence of electron j, and 

so is a local operator. 
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So far, we have the equations that the spin-orbitals must fulfill in order to find the system wave 

function. However, one can see that in these eigenvalue equations, the Fock operator depends 

explicitly of its eigenfunctions, which are unknown. Obtaining an analytical solution for this 

problem seems quite complex, then approximate solutions are introduced. In order to find the 

orbitals from the resolution of the Hartree-Fock equations it is convenient to expand them into a 

finite basis of known functions: 

 
1

K

i iCµ µ
µ

χ φ
=

= ∑  (2.28) 

so now the problem is reduced to find the values of the coefficients iCµ . If we use a large number 

of K basis functions µφ , this will lead us to a correct representation of the orbitals. Substitution of 

the expansion equation (2.28) into the Hartree-Fock eigenvalue equations leads us to: 

 
1 1

K K

i i iC F Cµ µ µ µ
µ µ

φ ε φ
∧

= =

=∑ ∑  (2.29) 

and applying νφ to both sides, we have a linear homogeneous system of K equations: 

 
1

0 1,2,...,
K

i iC F Kµ ν µ ν µ
µ

φ φ ε φ φ ν
∧

=

 − = = 
 

∑  (2.30) 

which are called the Roothaan equations and will lead us to find the orbitals coefficients. Defining 

the matrix elements of FFFF as F Fνµ ν µφ φ
∧

= , and of SSSS as Sνµ ν µφ φ= , the matrix form of the 

Roothaan equations will be: 

 FC = SCε  (2.31) 

where CCCC is the coefficients matrix of iCµ , and ε  is the diagonal matrix containing the K 

eigenvalues iε , which can be found by solving the secular equation: 

 det 0=F - εS  (2.32) 

Diagonalizing equation (2.31) leads us to the coefficients needed to construct the orbitals and 

calculate the energy, however, as the Fock matrix depends on such coefficients, as can be seen: 

 

2

1

1

1

12

1

12

1
(1) (1) (1) (1)

2

(1) (1) (2) (2)

(1) (1) (2) (2)

N K K

a a

a

Z
F

r

C C r

r

α
νµ ν µ ν µ

α α

λ σ ν µ σ λ
λ σ

ν λ σ µ

φ φ φ φ

φ φ φ φ

φ φ φ φ

−

−

= − ∇ −

+ 

− 

∑

∑∑∑  (2.33) 

the equations system resolution must be done in an iterative way. In practice, in order to make a 

Hartree-Fock calculation, you guess a starting tentative CCCC matrix from which you can construct the 
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FFFF matrix. Diagonalizing then (2.31) you find a new set of coefficients iCµ  that are now used to 

reconstruct the FFFF matrix. The only term you have to reevaluate at each iteration is the last one of 

equation (2.33), because the first two terms of Fµν and the Sµν elements only depend on the 

basis functions, which are not modified during the iterative process. This procedure is repeated 

until the coefficients iCµ  do not differ significantly from the ones found in the step before, that is, 

when self-consistency has been reached. The computation of the two electron integrals in 

equation (2.33) is the most time consuming part of a Hartree-Fock calculation, because of the 

huge number of calculations that they demand. 

The energy and the wave function quality obtained by this procedure are directly related with the 

size and capacity of the basis functions for describing correctly the electronic states. If the set of 

basis functions is more complete, the flexibility to expand the molecular orbitals increase, thus 

decreasing the energy value obtained. However, because the evaluation of the electronic 

repulsion is done by means of a mean field potential, the Hartree-Fock approximation lacks the 

correlation arising from their instantaneous positions. It can be thought then, that there is an 

exclusion region surrounding each electron, which is neglected in the mean field potential 

approximation, which makes an overestimation in the total energy. That is the reason why, even if 

using a complete basis set, the Hartree-Fock energy would be always greater than the exact 

energy in a quantity that is precisely called the correlation energy. 

 0corr HFE E E= −  (2.34) 

E0 represents the non-relativistic total energy corresponding to the exact Hamiltonian under the 

Born-Oppenheimer approximation, whereas EHF is the Hartree-Fock energy limit. There are 

several ways to go beyond the Hartree-Fock approximation. One of them is based in expressing 

the wave function as a combination of several Slater determinants arising from different excited 

states configurations. This method is called configuration interaction (CI), whose computational 

cost is much greater than Hartree-Fock. Another method for including the correlation energy is the 

so called MØller Plesset perturbation theory.2 

 

Density Functional Theory 

A quantum mechanical description of matter based in the electronic density seems more 

appealing than the description using a wave function, because the density is related with a real 

physical observable. In this context there was one density based model contemporaneous to 

Hartree-Fock theory, the Thomas-Fermi model (1930), but it was unsuccessful to describe 

chemical bonding even qualitatively.3 The really great contribution in this area was done in the 

sixties when Hohenberg and Kohn proved two theorems which allow us to rigorously describe the 

electronic problem by means of the charge density. Substituting the wave functionΨ , dependent 
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on N coordinates by the charge density ρ that depends only of the position, gives us a new 

particular way of treating atoms and molecules. The formalism adopted by this methodology is 

called Density Functional Theory (DFT).4 

 

The first Hohenberg and Kohn3 theorem (1964) establishes that the wave function, and therefore 

the energy and any electronic property of the system, is uniquely determined by the electronic 

density ( , , )x y zρ . It is interesting to note, that is the system Hamiltonian, or more precisely the 

external potential ( )iv r 5 and the number of electrons, which determine, by solving the 

Schrödinger equation, the system wave function and energy levels. Hohenberg and Kohn 

demonstrated that the electronic density of the ground state 0( )ρ r determines the external 

potential ( )iv r and the number of electrons. For that reason, there is a unique relationship 

between 0ρ and 0Ψ , and then, the energy can be thought as a functional of the density, 

0 0[ ( )]vE E ρ= r . The different contributions to the total energy can be written as: 

 [ ] [ ] [ ] [ ]ee neE T V Vρ ρ ρ ρ= + +  (2.35) 

T denotes the kinetic energy and eeV the potential energy arising from the inter electronic 

interaction. neV represents the interaction between electrons and nucleus and can be written in 

terms of the density: 

 
1

( ) ( ) ( )
N

ne i

i

V v v dρ
=

= Ψ Ψ =∑ ∫r r r r  (2.36) 

 

The second great contribution to DFT is known as the variation Hohenberg and Kohn theorem. It 

is based on the fact that for any particular density ρ ′where ( )d Nρ ′ =∫ r r and ( ) 0ρ ′ ≥r  in all 

space, then [ ] oEE ≥′ρ . The equality holds when ρ ′ is the ground state density, which means 

that 0ρ minimizes the energy functional [ ]E ρ as well as 0Ψ minimizes HΨ Ψ . 

So far, we have a theory which relates the energy to the density, but it says nothing about how to 

calculate one or the other. En 1965 Kohn and Sham introduced an approximation for the 

functional form of the kinetic energy [ ]T ρ  which makes possible to find the density and the total 

energy in a straightforward way.6 This procedure, known as the Kohn and Sham method, made 

DFT an extreme useful technique for electronic structure calculations. 

The Kohn-Sham approximation considers a non interacting electrons, fictitious reference system 

(s sub index), whose density sρ , is equal to the real one, 0ρ . Doing this, the external 
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potential ( )sv r must define, in the non interacting electrons system, a density which must be equal 

to the density of the N interacting electrons subject to the potential ( )v r . For this reference 

system, the Hamiltonian sH
∧

can be written as: 

 2

1 1

1
[ ( )]

2

N N
KS

s i s i i

i i

H v h
∧∧

= =

= − ∇ + =∑ ∑r  (2.37) 

where 21
( )

2

KS

i i s ih v
∧

= − ∇ + r is the one electron Kohn-Sham operator. The wave function of the 

non interacting electrons system, sΨ  is exactly a Slater determinant of the eigenfunctions of 

KS

ih
∧

that are the spin-orbitals of the reference systems KS

iχ , which satisfy: 

 KS KS KS

i i i ih χ ε χ
∧

=  (2.38) 

Then, the electronic density can be calculated as: 

 
2

1

N
KS

s i

i

ρ χ
=

= ∑  (2.39) 

The main reason that makes useful to employ a non interacting electrons system is because the 

kinetic energy is then simply calculated by: 

 2 2

1

1 1
(1) (1)

2 2

KS KS

s s i s i i

i i

T χ χ= − Ψ ∇ Ψ = − ∇∑ ∑  (2.40) 

if we define the kinetic energy difference T∆ between the real system and the reference 

system, eeV∆ to the non classical contribution to the electron-electron interaction, and put them 

together in a new functional form [ ]xcE ρ , such that: 

 [ ] [ ] [ ]sT T Tρ ρ ρ∆ = −  (2.41) 

 [ ] 1 2
1 2

12

1 ( ) ( )

2
ee eeV V d d

r

ρ ρ
ρ∆ = − ∫ ∫

r r
r r  (2.42) 

defining the exchange-correlation functional [ ]xcE ρ , as: 

 [ ] [ ] [ ]xc eeE T Vρ ρ ρ= ∆ + ∆  (2.43) 

then, the energy functional (2.35) can be re-written: 

 [ ] [ ] [ ] [ ]1 2
1 2

12

1 ( ) ( )

2
s ne xcE T V d d E

r

ρ ρ
ρ ρ ρ ρ= + + +∫ ∫

r r
r r  (2.44) 

where sT and neV are defined from (2.41) and (2.36). Then, 0E could be calculated from 0ρ , except 

from the relatively small contribution of xcE . The Kohn and Sham approximation involves a 
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functional exact by definition, where the exchange and correlation effects due to the quantum 

nature of the electrons are described by xcE . However, the explicit dependence of xcE with the 

density is unknown and then, the accuracy of DFT calculations will be related to the 

approximation used for this functional. The exact form of xcE  can be split into different energetic 

contributions, which are: i) the kinetic correlation defined in (2.41), ii) the Coulombic correlation, 

related with the electronic repulsion, iii) the exchange arising from the antisymmetric principle for 

electrons, iv) the auto interaction correlation: given the fact that the 

term 1

1 2 12 1 2( ) ( )r d dρ ρ −∫ ∫ r r r r includes the interaction between an electron with its own charge 

density, in order to describe the electron-electron interaction correctly, we need to introduce a 

correction if the approximate exchange does not compensate the Coulombic terms. 

 

The energy functional (2.44), can be explicitly written in function of the orbitals: 
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 (2.45) 

Using this expression, if we knew the Kohn-Sham orbitals and the exchange-correlation 

functional, we could calculate the energy from the density. Because the density can be obtained 

from the Kohn-Sham orbitals KS

iχ using (2.39), the problem is how to find these orbitals. If we use 

the variational Hohenberg and Kohn theorem, with the restriction of orthonormal orbitals, we can 

find the equations that must fulfill the orbitals which minimize (2.45) or: 

 
[ ( )]

0
( )

E ρ
ρ

∂
=

∂
r

r
 (2.46) 

The procedure is similar to obtaining the Hartree-Fock equations. In this case, the resulting 

eigenvalue system is known as the Kohn and Sham set of equations: 

 2 2
1 2

1 12
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r r
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∑ ∫

r
r  (2.47) 

It can be seen that this expression is equivalent to equation (2.38), where KS

ih
∧

is explicitly defined. 

The function xcv , called the exchange-correlation potential, is the functional derivative 

of xcE defined as: 
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E
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δ ρ
δρ

=
r

r
r

 (2.48) 
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It is interesting to remark that the Kohn and Sham orbitals are defined for the non interacting 

electron reference system, so they do not have any other physical interpretation than allowing us 

to calculate the electron density. The wave function of the system is not a spin-orbital Slater 

determinant, in fact in DFT there is no wave function. 

 

Which is the form of the exchange-correlation functional? Originally, Hohenberg and Kohn 

suggested this expression: 

 [ ] ( ) ( ) ( ) ( ) ( ) ( )xc xc x cE d d dρ ρ ε ρ ρ ε ρ ρ ε ρ= = +∫ ∫ ∫r r r r r r  (2.49) 

where ( )xε ρ and ( )cε ρ are the exchange and correlation functionals, respectively. ( )xcε ρ is the 

exchange energy xε plus the correlation energy cε corresponding to an electron immersed into a 

homogeneous and neutral electron gas of density ρ , which in this case, it can be shown that:7 

 

1/ 3

1/ 33 3
( ) [ ( )]

4
xε ρ ρ

π
 = −  
 

r  (2.50) 

The correlation energy ( )cε ρ can be described by a function obtained by Vosko, Wilk and Nusair 

in the eighties, adjusting some parameters from Monte Carlo simulations.7 The exchange-

correlation functional obtained by combining these contributions is called Local Density 

Approximation (LDA) and Local Spin Density Approximation (LSDA), for the open shell case. This 

functional is useful when the density changes slowly with position, because it is generated from a 

uniform electron gas. Although this requirement is not valid for real systems in general, the LDA 

approximation allows us to obtain accurate molecular properties, such us geometries, vibrational 

frequencies or dipole moments, if we compare with Hartree-Fock or other methods that include 

correlation effects. However, it usually yields overestimated binding energies. 

 

How does one find the Kohn and Sham orbitals? The key to do that is to express them as a linear 

combination of known basis functions µφ , as denoted in (2.28). This approach allows us to find 

a system of equations similar to the Roothaan equations: 

 
1

1,2,..,
K

KS

i iC h Kµ ν µ ν µ
µ

φ φ ε φ φ ν
∧

=

 
− = 

 
∑  (2.51) 

or in matrix form: 

 ks =h C SCε  (2.52) 

where KSh matrix contains the elements KShνµ : 

 KS KS ne ee xch h T V V Vνµ ν µ νµ νµ νµ νµφ φ
∧

= = + + +  (2.53) 

with 
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 1 1 1 1[ ( )] ( ) ( )xc

xcV v dνµ ν µρ φ φ= ∫ r r r r  (2.57) 

and CCCC the matrix defined by the expansion coefficients. From a secular equation similar to (2.32) 

one can calculate ε and then diagonalize (2.52). The KSh matrix elements are density dependent, 

and therefore CCCC dependent, thus the resolution must be done in an iterative way. One starts with 

an initial set of coefficients that are used to calculateρ with (2.39), and then the density is used to 

construct KSh , and finally the relationship (2.52) is solved to find a new set of coefficientsCνµ . 

This procedure is repeated until the matrix CCCC is self-consistently converged. 

If we re write the density in (2.39) as a function of the basis functions{ }iφ we have: 

 
2

1 1

( ) ( ) ( ) ( ) ( ) ( )
N N

i i i

i i

c c Pµ ν µ ν µν µ ν
µν µν

ρ χ φ φ φ φ
= =

= = =∑ ∑∑ ∑r r r r r r  (2.58) 

where we have introduced Pµν , the density matrix (P ) elements: 

 
1

, 1,2,...,
N

i i

i

P c c Kµν µ ν µ ν
=

= =∑  (2.59) 

 Then, the total energy can be calculated as: 

 1 1 1 1 1 1

1
( ) ( ) ( ) ( )

2

KS ee

xc xcE P h P V v d dνµ νµ νµ νµ
νµ νµ

ρ ρ ε= − − +∑ ∑ ∫ ∫r r r r r r  (2.60) 

which is equivalent to equation (2.45). 

 

The accuracy of DFT calculations is limited by the quality of the exchange-correlation functional. 

The principal limitation of the LDA and LSDA approximations is related to the uniform electron gas 

model, which is not accurate for describing large changes in ρ . In order to overcome this 

problem, functionals which incorporate an explicit dependency with the density gradient ρ∇ have 

been proposed. They are called gradient corrected or GGA (Generalized Gradient Approximation) 

functionals. Usually, the exchange and correlation contributions are modeled separately such 

that xc x cE E E= + . Some models are only based in theoretical considerations, such as the 

Perdew and Wang (PW86) exchange functional,8 or the PBE exchange-correlation one, proposed 
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by Perdew, Burke and Ernzerhof.9 Other functionals also include terms in order to reproduce 

experimental results, such as the Becke exchange functional (B88 or B):10 

 

24 / 3

88

4 / 3 1 4 / 3
, 1 6 sinh

B LSDA

x xE E b
b

σ σ

σ α β σ σ σ σ

ρ ρ

ρ ρ ρ ρ

−

−
=

∇
= −

 + ∇ ∇ 
∑ ∫  (2.61) 

whereσ is the spin index and b is an empiric parameter chosen to reproduce the Hartree-Fock 
exchange energy of several atoms. Among the most popular correlation functionals we can 

mention the Lee, Yang and Parr (LYP),11 the Perdew (P86),12 or the Perdew and Wang (PW91)13 

functionals. Given the fact that the exchange and correlation contributions are constructed 

independently, in a DFT calculation is valid to combine any GGA

cE functional with any other GGA

xE . 

Because the Hartree-Fock approximation includes the exact exchange as given in equation (2.22) 

this contribution has been added into DFT methods to generate the so called hybrid functionals. 

In these functionals, the Hartree-Fock exchange ( HF

xE ) is combined with some of the GGA 

exchange and correlation functionals. For example, the B3LYP14 hybrid functional, which has 

been widely used, has the form: 

 3 88(1 ) (1 )B LYP LSDA exact B VWN LYP

xc o x xc o x x x c c c cE a a E a E a E a E a E= − − + + + − +  (2.62) 

where VWN

cE is the Vosko, Wilk and Nusair correlation functional.7 The parameters a0, ax and ac 

(0.20, 0.72 and 0.81, respectively) were chosen in order to optimize experimental atomization 

energies, ionization potentials and proton affinities of several atoms and molecules.  

 

The SIESTA Method 

In this section we will present the very efficient code for quantum mechanical calculations mostly 

used throughout this thesis, which is based on a very efficient implementation of DFT based on 

numerical basis sets called SIESTA (Spanish Initiative for Electronic Simulation of Thousands of 

Atoms).15,16 The most remarkable feature of SIESTA is the use of flexible basis sets consisting of 

linear combinations of finite atomic orbitals defined in a real space grid.17,18 The program has 

been optimized to yield order N scaling for large systems. Moreover, the program is extremely 

fast and efficient in comparison with conventional Gaussian or plane waves schemes for medium 

size species. The algorithms perform all the required calculations numerically, so that basis 

functions are not constrained to any analytical functional form, and the matching of the radial 

wave function to the core region, described by pseudopotentials, is inexpensive. In particular, it 

was found to be convenient to implement the so-called pseudoatomic orbitals (PAOs), which are 

the eigenfunctions of the atomic pseudopotential problem confined in an infinite potential 

sphere.19 The confinement originates finite range PAOs with higher kinetic energies than the free 

eigenfunctions. By keeping this increment in the energy at the same amount for all the PAOs, the 
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basis is obtained in a balanced way. This is done by choosing appropriately the pseudoatomic 

orbital energy shift ( PAOE∆ ), which specifies the energy increase of the orbitals due to 

confinement. Split valence bases may be generated by combining suitable Gaussian (numerical) 

orbitals on top of the minimal basis described above. For typical medium size molecules, values 

of PAOE∆ from 100 to 200 meV give us a similar accuracy as that obtained with standard Gaussian 

basis set calculations.18 For transition metals complexes containing Fe, Cu or Pt, among others, it 

is recommended to set the energy shift to lower values such as 20-30 meV.15 In the program 

SIESTA the PBE functional9 as well as LDA and LSDA functionals are available.  

 

The nuclei and inner electrons are represented by norm conserving pseudopotentials to avoid the 

computation of core states, smoothing at the same time the valence charge density and therefore 

relaxing the quality requirements on the grid. Within the nonlocal pseudopotential approximation, 

the Kohn-Sham Hamiltonian may be written: 

 ( ) ( )local nl H xcH T V V V Vα α
α

 = + + + + ∑ r r  (2.63) 

where α is an atom index, T is the kinetic energy operator, and VH and Vxc are the Hartree (related 

to the electron repulsion, 1
1

1

( )
( )HV d

ρ
=

−∫
r

r r
r r

) and exchange-correlation potentials, 

respectively. The pseudopotential is split into two contributions: a local part localVα independent of 

the angular momentum lm of the core electrons, determining the long-range interaction; and a 

nonlocal part nlVα that operates selectively on the valence electrons, according to their angular 

momenta. 

 nl KB KB KB

lm l lm

lm

Vα α α αφ ε φ
∧

= ∑  (2.64) 

with  

 ( ) ( ) ( ) ( )KB local

lm l lmV Vα α α αφ ψ = − r r r r  (2.65) 

 
1KB local

l lm l lmV Vα α α α αε ψ ψ −
= −  (2.66) 

where lmαψ are the atomic pseudoorbitals, for instance the eigenfunctions of the radial potentials 

( )lVα r . The terms KB

lmαφ are known as the Kleinman-Bylander projectors.20 Their use in nlVα allow 

us to discriminate the core effect over different angular momentum electrons: the non-local 

potential acting on the valence electrons comes mainly from the inner electrons with the same 

angular momentum. Moreover, electrons with different lm than the core ones will only see the 
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local potential. Note that since ( ) ( )local

lV Vα α−r r is nonzero only inside a small radius ( corerα ), 

nlVα will be zero beyond this radius, as expected for a short range operator. 

If we call atom

αρ the charge density of the isolated atoms and, 

 ( )( )na atom

α α
α

ρ ρ= −∑r r r  (2.67) 

then, it is possible to define: 

 ( ) ( ) ( )naδρ ρ ρ= −r r r  (2.68) 

as the difference between the self-consistent and the non perturbed electronic 

density. ( )δρ r represents a small value against ( )ρ r , increasing the precision of numerical 

integrals and allowing us to rewrite the Hamiltonian in the following way:16 

 ( ) ( ) ( )nl na H xcH T V V V Vα α
α α

δ= + + + +∑ ∑ r r r  (2.69) 

with HVδ the potential associated toδρ . The long range of localVα is eliminated by screening it with 

atomVα , created by the atomic electron density atom

αρ , to produce a short range “neutral atom” 

potential na local atomV V Vα α α≡ + ,  

 1

1 1 1( ) ( ) ( )na local naV V r dα α αρ −= + ∫r r r r  (2.70) 

Since the atomic basis orbitals are zero beyond the radius corerα , naVα  is also zero beyond this 

radius. 

Matrix elements corresponding to the two former terms on the right side in the equation (2.69) 

involve two center integrals evaluated once in reciprocal space at the beginning of the iterative 

process. The other terms are obtained by numerical integration in real space. The self-consistent 

structure of the program is as follows: 

1) Choice of the basis functions{ }iφ , and calculation of the non self-consistent matrix 

elements,T and nlVα . 

2) Initial guess of the orbital coefficients ijC , (for instance assuming that naρ ρ= ). 

3) Obtaining the charge distribution from the density matrix, Pµν µ ν
µν

ρ φ φ= ∑ , and the electronic 

density difference: naδρ ρ ρ= − . 

4) Obtaining HVδ , the Hartree potential generated byδρ , by inverting the Poisson equation 

( 2

0/V ρ ε∇ = − ) in the reciprocal space. 
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5) Calculation of xcV in the three dimensional grid. 

6) Calculation of the integrals (real space numerical integration) associated to the matrix elements 

of ( ), ( )na HV Vα δr r and ( )xcV r .  

7) Solution of the eigenvalue problem, to find a new set of coefficients ijC . 

8) Construction of the new density matrix 1n+P , corresponding to the actual ijC , comparison 

with nP , and determination if self-consistency has been achieved. If not, return to item 3. 

9) Calculation of the energy and any other electronic property. 

 

In this context, the expression for the Kohn-Sham energy may be written as: 

 
1 1

( ) ( ) ( ) ( ) ( )
2 2

H xc xc
Z Z

E P H V d V d
r

α β
µν µν

µν αβ αβ

ρ ε ρ = − + − + ∑ ∑∫ ∫r r r r r r r  (2.71) 

where Pµν andHµν are the density and the Hamiltonian matrix elements, Zα the charge of the 

core, and ( ) ( )xcε ρr r the exchange correlation energy density.  

In order to avoid the long-range interactions of the last term, we construct from the local 

pseudopotential ( )localVα r , a diffuse ionic charge ( )local

αρ r , whose electrostatic potential is equal 

to ( )localVα r
 
and its integral is the core charge, ( )local d Zα αρ =∫ r r . By doing this the core charges 

are not point charges, and ( )local

αρ r can be thought as a core charge density (Gaussian like) 

defined over the real-space grid for each atom. This facilitates the calculation of the nuclear-

nuclear and nuclear-electron interactions in the grid.  

The Hartree potential ( )HVδ r is calculated from the self-consistent ( )δρ r by inverting the Poisson 

equation in the reciprocal space using the standard fast Fourier transform method. The self-

consistent potential is thus obtained as a numerical function in real space, avoiding the cost of 

evaluating the two electrons and four center integrals usually associated with the Coulombic 

terms. Since the potential and the electronic density are transformed back and forth between the 

real and the reciprocal space, they are periodic functions suitable for the treatment of solids and 

extended phases. Simulations in molecular systems may be performed as well, providing the size 

of the box is large enough to avoid self-interaction effects. Regarding the grid precision, it is 

defined by choosing the energy of the higher frequency plane wave which is possible to include 

inside the grid.15,21 This energy is called cut-off energy ( cutE ), and a high value of 150-200 

Rydbergs ensures a quite precise grid. 

Finally, the forces over the atoms are obtained by direct differentiation of equation (2.71) with 

respect to the atomic positions.  
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Classical Mechanics Methods 

Many of the problems that we would like to tackle in molecular modeling are unfortunately too 

complex to be described by quantum mechanics due to the large expense of the associated 

calculations. However, in many situations simpler models may provide reasonable descriptions 

and it would suffice to obtain answers to many interesting chemical problems. Nowadays, 

classical mechanics based models allow us to perform computer simulations on systems 

containing a large number of atoms (up to several thousands) very efficiently. These methods are 

adequate for describing phenomena in which there are neither bond breaking/forming processes 

nor electronic excitations. For that reason, they have become the method of choice in the 

scientific community to study many biomolecular problems.  

 

Classical Force Fields 

Classical force fields (also known as molecular mechanics) ignore the electronic motions and 

calculate the energy of a system as a function of the nuclear positions only. However, molecular 

mechanics cannot of course provide description of properties that depend upon the electronic 

distribution in a molecule. The fact that molecular mechanics works at all is due to the validity of 

several assumptions. The first of these is the Born-Oppenheimer approximation, which allows us 

to define the potential energy surface (potential energy as a function of the nuclear coordinates). 

Molecular mechanics is based upon a rather simple model in which the energy is decomposed in 

contributions of bond stretching, angular bending, rotations about single bonds, electrostatic and 

non-bonding interactions. Despite their simplicity, these models have allowed us to understand 

and predict a large variety of phenomena.22 Presently, there are several available classical force 

fields such a MM3,23 CHARMM,24 GROMOS25 and AMBER.26 These potentials are included 

inside the codes which allow us to simulate very complex systems. Transferability is a key 

attribute of a force field, for it enables a set of parameters developed and tested on a relatively 

small number of cases to be applied to a much wider range of problems. In this thesis, we have 

focused primarily in the AMBER force field parameterization. The AMBER force field could be 

described as ‘minimalist’ in its functional form, with the bonds and angles represented by a simple 

diagonal harmonic expression, the dihedral angles energies represented with a simple set of 

parameters, often only specified by the two central atoms, the van der Waals (VDW) interactions 

represented by a 6-12 Lennard-Jones potential, and the electrostatic interactions modeled by a 

Coulombic interaction of atom-centered point charges. The VDW and electrostatic interactions 

are only calculated between atoms in different molecules or for atoms in the same molecule 

separated by at least three bonds. Those non-bonded interactions separated by exactly three 

bonds (1-4 interactions) are reduced by the application of a scale factor. Then, the potential 

energy, which is a function of the positions of the N atoms, could be written as: 
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 (2.72) 

This force field allows us to model the conformational energies and the intra-molecular 

interactions of proteins and nucleic acids, and other molecules with similar functional groups.26 

The considered terms inside this parameterization are the following: 

1) Bond StretchingBond StretchingBond StretchingBond Stretching: The potential energy curve for a typical bond is usually modeled using the 

Hooke’s law formula. In equation (2.72) 0b  is the equilibrium bond distance of the particular bond 

considered, and bK  represents the force constant of the harmonic oscillator, related to the 

energy required to cause a bond to deviate from its equilibrium value. A true bond stretching 

potential is not harmonic but has a similar shape, which means that the average length of the 

bond in a vibrating molecule will deviate from the equilibrium value for the hypothetical motionless 

state. Given the fact that this kind of potential does not allow the bond forming or breaking, 

systems involving a chemical reaction could not be modeled.  

2) Angle bendingAngle bendingAngle bendingAngle bending:  The deviation of angles from their reference values is also frequently described 

using a Hooke’s law or harmonic potential. The contribution of each angle is characterized by a 

reference value 0θ , and a force constantKθ , which represents a measure of how soft, is the 

associated vibrational mode. Rather less energy is required to distort an angle away from 

equilibrium than to stretch or compress a bond, so the force constants are typically smaller. 

3) TorsionsTorsionsTorsionsTorsions: The third term of equation (2.72) refers to the torsion energies of dihedral angles, 

where nV  is often referred to as the barrier height. However, there are other terms that could 

contribute to the barrier as a bond is rotated such as the electrostatic and VDW. n  is the 

multiplicity; its value gives the number of minimum points in the function that the dihedral angle 

has when it is rotated from 0 to 360°. γ  is the angle phase and determines where the torsion 

angle passes through its minimum value. 

4) VDW and electrostatic interactionsVDW and electrostatic interactionsVDW and electrostatic interactionsVDW and electrostatic interactions: Independent molecules and atoms interact through non-

bonded forces, which also play an important role in determining the structure of individual 

molecular species. The non-bonded interactions do not depend upon a specific bonding 

relationship between atoms. They are through-space interactions and are usually modeled as a 

function of some inverse power of the distance. The non-bonded terms, given by the last term in 

equation (2.72), are usually considered in two groups, the electrostatic and VDW interactions.  

Electronegative elements attract electrons more than less electronegative elements, giving rise to 

an unequal distribution of charges in a molecule. This charge distribution can be represented as 

an arrangement of fractional point charges throughout the molecule. These charges are designed 

to reproduce the electrostatic properties of the molecule and are restricted to the nuclear centers. 
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Then, the electrostatic interaction between two molecules is calculated as a sum of interactions 

between these pairs of point or atomic charges using the Coulomb’s law.  

Electrostatic interactions cannot account for all the non-bonded interactions in a system, because, 

for example, in a rare gas, where all the multipole moments are zero, there clearly must be 

interactions between atoms. The way the interaction energy varies with the separation is as 

follows: the energy is zero at infinite distance. As the separation is reduced, the energy decreases 

(attractive forces), passing through a minimum (equilibrium distance), and then rapidly increases 

as the separation decreases further (repulsive forces). These kinds of interactions are known as 

VDW interactions, which include the dispersive (attractive) long-range and repulsive short-range 

interactions. The VDW potential is added to the electrostatic one in order to determine the inter-

molecular interactions and have a particular role in intra-molecular interactions for atoms 

separated for more than three bonds. The best known of the VDW potential functions is the 

Lennard-Jones 12-6 function. The 12-6 Lennard-Jones potential contains two adjustable 

parameters for each pair of interacting atoms: the separation at which the energy passes through 

a minimum *

ijR , and the VDW well depth ijε (minimum energy value). These parameters are 

tabulated by atom, so the values used in equation (2.72) for the interaction between atom i  and 

atom j  are * * *( )ij i jR R R= + and ij i jε ε ε= . Note that * 12( )ij ij ijA Rε=  and * 62 ( )ij ij ijB Rε= . 

Lennard-Jones potentials allow for the description of both long-range dispersive and short-range 

repulsive interactions. 

 

Derivatives of the Energy Function 

Many molecular modeling techniques that use force-field models require the derivatives of the 

energy (i.e. the force) to be calculated with respect to the coordinates. A molecular mechanical 

energy is usually expressed as a combination of internal coordinates of the system; function of 

the atomic positions expressed in terms of Cartesian coordinates. The calculation of derivatives 

with respect to the atomic coordinates for an energy functional that depends upon the separation 

between two atoms can be written: 

 
( )ij i j

i ij i ij ij

rE E E

r r r

ξ ξ

ξ ξ

∂ −∂ ∂ ∂
= =

∂ ∂ ∂ ∂
 (2.73) 

where 2 2 2( ) ( ) ( )ij i j i j i jr x x y y z z= − + − + −  is the distance between atom i  and j  and 

ξ denotes a generic coordinate (x, y, or z). Analytical expressions for the terms involved in the 

force field whose energy form is given in equation (2.72) are available. Then the force in 

theξ direction acting on atom i could be calculated as
i iEξ ξ= −∂ ∂f .  
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Truncating the Potential 

It is interesting to discus how the potential could be truncated in order to decrease the 

computational cost. The most time-consuming part of a molecular mechanics simulation is the 

calculation of the non-bonded energies and/or forces. The number of bond stretching, angle 

bending and torsional terms in a force field model are all proportional to the number of atoms but 

the number of non-bonded terms that need to be evaluated increases as the square of the 

number of atoms (for a pairwise model) and is thus of order 2N . In principle the non-bonded 

interactions are calculated between every pair of atoms in the system. However, for many 

interaction models this is not justified and the most popular way to deal with the non-bonded 

interactions is to use a non-bonded cutoff. When a cutoff is employed, the interactions between all 

pairs of atoms that are further apart than the cutoff value are set to zero. In simulations with both 

electrostatic and VDW non-bonded interactions, a value of at least 10 Å is generally 

recommended. By itself, the use of a cutoff may not dramatically reduce the time taken to 

compute the number of non-bonded interactions, because we would still have to calculate the 

distance between every pair of atoms simply to decide whether they are close enough to calculate 

their interaction energy. Calculating all the ( 1)N N −  distances takes almost as much time as 

calculating the energy itself. However, if we knew which atoms to include in the non-bonded 

calculation, then it would be possible to identify directly each atom’s neighbors without having to 

calculate the distances to all other atoms. The non-bonded neighbor list stores for each atom, all 

atoms within the cutoff distance, together with all atoms that are slightly further away than the 

cutoff distance. The neighbor list is then updated at regular intervals throughout the simulation. An 

update frequency of 20 fs is common. The distance used to calculate each atom’s neighbors 

should by larger than the actual non-bonded cutoff distance. 

A cutoff introduces a discontinuity in both the potential energy and the force near the cutoff value. 

This creates problems, especially in molecular dynamics simulations where energy conservation 

is required. There are several ways in which the effect of this discontinuity can be counteracted. 

One of the most common approaches is to use a switching function. A switching function is a 

polynomial function of the distance by which the potential energy function is 

multiplied '( ) ( ) ( )E E S=r r r . It is convenient to gradually taper the potential between two cutoff 

values. The potential takes its usual value until the lower cutoff distance. Between the lower ( lr ) 

and upper ( ur ) cutoff distance the potential is multiplied by the switching function, which takes the 

value 1 at the lower cutoff and 0 at the upper one. Finally, the potential is exactly zero for 

distances larger than the upper cutoff. An acceptable switching function smoothly changes from 1 

to 0 between lr  and ur , ensuring that the first derivative is zero at the endpoints, so the forces 

approaches to zero smoothly, and a continuous second derivative, so the integration algorithm 

works properly. Then, the switching function can be written as: 
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3 4 5

( ) 1 10 15 6l l l

u l u l u l

r r r
S

r r r r r r

     − − −
= − + −     − − −     

r r r
r  (2.74) 

Throughout the thesis, all calculations were performed using a switching function where lr , ur and 

the non-bonded cutoff distances were 8, 10 and 12 Å, respectively. 

 

Hybrid QM-MM Methodologies 

Hybrid quantum mechanical-molecular mechanical (QM-MM) schemes are adequate for the 

investigation of reactions in complex environments.27,28 They are particularly suited to study 

enzyme active sites or solutes in condensed phases. The method combines an electronic 

structure description of the solute (QM subsystem) with a less expensive molecular mechanical 

treatment of the environment (MM subsystem), by coupling these subsystems through a hybrid 

Hamiltonian QM MMH − . 

In general we denote the total Hamiltonian TOTH , which operates over the whole system wave 

functionΨ : 

 ( ) ( ) ( )TOT TOTH EΨ = Ψr,R, τ R, τ r,R, τ  (2.75) 

where τ represents the classical atoms coordinates, RRRR the quantum nucleus coordinates and rrrr the 

electron ones. This Hamiltonian involves three terms: a quantum Hamiltonian, as defined in 

equation (2.18) or (2.37), a classical Hamiltonian and a coupling term: 

 TOT QM MM QM MMH H H H −= + +  (2.76) 

and the same is valid for the total energy: 

 TOT QM MM QM MME E E E −= + +  (2.77) 

In the case of a hybrid method adapted to DFT, as is the case of this thesis, QME is given in (2.45). 

MME is represented by an appropriate classical potential, as given in (2.72). For the treatment of 

biological macromolecular environments, we implemented the Wang et al. force field 

parameterization.29 Finally, the coupling term QM MME − may be decomposed into three 

contributions: 

 
1 1 1

( ) QC C
LJi

QM MM i QM MM

i ii i

q Z
E q dr Eα

α α

ρ
− −

= = =

= + +
− −∑ ∑∑∫
r

r τ R τ
 (2.78) 

where C is the number of atoms in the classical region, whose charges qi are determined by the 

force field chosen to model the environment and α  is an index on the Q nuclei inside the 

quantum subsystem with core charges Zα . The first term on the right represents the electrostatic 
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interaction between the electrons and the classical charges and is obtained by numerical 

integration over the grid. The next term stands for the electrostatic interactions between the nuclei 

in the quantum subsystem and the classical point charges. Finally, LJ

QM MME − models the van der 

Waals interactions between the atoms in the quantum and classical regions through a 6-12 

Lennard-Jones potential. The Lennard-Jones parameters for the QM atoms have been also taken 

from the Wang et al. force field parametrization.29 A complete description of these methodologies, 

covering theory and applications can be found in reference 28. 

 

Implementation in SIESTA 

Let us now consider how the computational implementation of the QM-MM formalism is done 

inside the SIESTA method, which is one of the main goals of this thesis. In the numeric SIESTA 

method, the potentials and density are defined for the L subdivisions of the grid (n subindex). 

Thus, the environment affects the charge density in a self-consistent fashion by the addition of the 

external point charge potential to the Hartree potential HVδ : 

 ( ) ( ) ( ) 1,2,...,H H EXT

n n nV V V n Lδ δ= + =r r r  (2.79) 

where: 

 
1

( ) 1, 2,...,
C

EXT i
n

i i n

q
V n L

=

= =
−∑r

τ r
 (2.80) 

Since the potential HVδ is evaluated numerically, the computational expense associated with this 

sum is proportional to C times the number of elements in the grid (L). Because of this, the 

incorporation of a classical potential is more expensive than in the case of a Gaussian scheme, 

where the integrals are performed analytically.30 Still, the cost of the numerical QM-MM algorithm 

remains relatively small in comparison with the Kohn-Sham diagonalization procedure. The sum 

given in equation (2.80) is performed in a step preceding the calculation of the Hamiltonian and 

other potential-dependent matrix elements, hence introducing the effect of the external classical 

potential in a self-consistent fashion in the electronic wave function and in the forces in a direct 

way. 

The potential due to the classical charges, while proportional to the inverse of the distance, may 

become too steep at certain points inside the grid, affecting the numerical integrations. To 

preserve the smoothness of ( )HVδ r , the classical potential is truncated at short distances so 

that: 
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1

1

( ) 1,2,...,

C
i

i n cut

i i nEXT

n C
i

i n cut

i cut

q
R

V n L
q

R
R

=

=


− > −

= =
 − ≤


∑

∑

τ r
τ r

r

τ r

 (2.81) 

It has been found that a value of cutR close to 0.2 or 0.3 Å is enough to avoid numerical problems 

without significantly affecting geometries or energies.31 Notice that the point charges may be 

placed as far from the QM region as desired, regardless of the boundaries of the grid. In fact, 

whether the MM atoms are inside or outside the grid does not make any difference in terms of 

computational effort, neither if they are scattered along a large region in space. This is not true for 

the QM part, which size actually determines the size of the grid and therefore the cost of the 

numerical integrals.  

The computational expense associated with the addition of the external potential to HVδ is not 

inexpensive. For that reason, it has been convenient to truncate to zero the external potential for 

large distances, diminishing the computational cost of the summation performed in equation 

(2.80).  

The core charges are represented as a diffuse ionic charge ( )local

αρ r (which integrate to Zα ), 

defined over the real-space grid for each atom. For this reason, the electrostatic interaction 

between the QM atoms and the partial charges, corresponding to the first two terms in equation 

(2.78), is calculated as an integral of the total (electronic plus nuclear) density over the grid. 

If nv represents the volume of each grid element, this integral can be calculated as the following 

summation: 

 ( ) ( )
1 1 1

( ) ( )
Q QL

electrostatic atom local EXT

QM MM n n n n n

n

E V vα α α α
α α

ρ δρ ρ−
= = =

 
= − + + − 

 
∑ ∑ ∑r R r r R r  (2.82) 

where the first two terms represent the total electronic density and the last term the nuclear 

density. Calculating the electrostatic interaction as the product of the total density and the external 

classical potential is very useful because the former represents a smaller value with respect to the 

total electronic density, increasing the precision of the numerical integrals. The reason for this, is 

that the total density includes the contribution of the small termδρ , and the sum of atom

αρ and 

local

αρ is almost zero for an isolated atom. This is equivalent to say that a partial charge does not 

“see” the neutral atom if it is far away enough (for distances longer than corerα ). 

 

Finally, the last term of QM MME − is given by: 
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12 6

1 1

QC
LJ i i
QM MM

i i i

A B
E α α

α α α

−
= =

 
 = −
 − − 

∑∑
τ R τ R

 (2.83) 

where iAα and iBα are taken from the force field parametrization. 

 

Forces on the QM nuclei are obtained by differentiation of equation (2.71) with respect to atomic 

positions, plus the derivative of the coupling energy QM MME − : 

 
[ ][ ] QM MMKS

EE
α

α α

−∂∂
= − −

∂ ∂

R,τR
F

R R
 (2.84) 

KSE depends only on the molecular mechanics subsystem through ( )HV r , contained in the 

second term on the right in (2.71). It can be shown18 that the differentiation of ( ) ( )HV dρ∫ r r r  

ultimately leads to an expression whose overall dependence on ( )HV r is through a term of the 

form ( )Re ( )HP Vµν µ νµ ν α
φ φ

∈∑ ∑ r , meaning that the action of the MM potential on the 

forces is implicitly included if the contribution of )EXTV (r is previously added. Regarding the 

contribution of QM MME − to the QM forces, the first term in equation (2.78) vanishes upon 

differentiation with respect to the QM atomic coordinates. The second contribution, the 

electrostatic force induced in the core by the partial charges, is calculated from the last term in 

equation (2.82) by numerical interpolation on the grid: 

 
1 1

( )
( )

localQL
EXTn

n n

n

V vα

α α

ρ

= =

 ∂
 ∂ 

∑ ∑
r

r
R

 (2.85) 

The term arising from LJ

QM MME − has the analytical derivative of: 

 ( )14 8
1 1

12 6QC
i i

i

i i i

A Bα α
α

α α α

ξ ξ
= =

 
 − −
 − − 

∑∑
τ R τ R

 (2.86) 

whereξ denotes a generic coordinate (x, y, or z). 

On the other hand, forces on the MM atoms are computed as the derivative of MME  and 

QM MME − with respect to the classical atomic positions: 

 
[ ] [ ],QM MM iMM i

i

i i

EE ττ
τ τ

−∂∂
= − −

∂ ∂

R
F  (2.87) 
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The first term on the right in the equation above is calculated as the analytical derivative of 

equation (2.72), as well as the term arising from LJ

QM MME − , equation (2.86). The electrostatic force 

induced in the MM atoms due to interaction with the QM atoms needs to be evaluated numerically 

and it is done after self-consistency is achieved. The forces arising from this contribution are 

obtained by numerical derivation of equation (2.82) with respect to the classical atoms positions. 

The use of the total density (electronic plus nuclear), which is a smaller value, increases the 

precision of the numerical integrals. Then, this term has the form: 

 ( ) ( ) ( )3
1 1 1 1

( )
Q QC L

atom local i
n n n n i n

i n i n

q
vα α α α

α α

ρ δρ ρ ξ ξ
= = = =

 
− + + − −  − 

∑∑ ∑ ∑r R r r R
τ r

 (2.88) 

whereξ denotes a generic coordinate (x, y, or z). By means of the forces calculated for each 

atom, it is possible to perform coordinate relaxations or molecular dynamics simulations as will be 

described shortly. 

 

Frontier Between Subsystems 

It is interesting to discuss what happens if the frontier between both QM and MM subsystem 

involves the breaking of a covalent bond. This bond between the QM and MM portions of the 

system can be treated by several approaches.32,33 In our case, the scaled position link atom 

method (SPLAM)34 was adapted to our hybrid code. In this method, the bonds between a carbon 

atom of the QM subsystem (CQM) and a carbon of the MM subsystem (CMM) are replaced with a 

carbon-hydrogen bond. This hydrogen link atom (Hlink) fills the valence of the QM subsystem, and 

its position is superimposed on the CQM-CMM bond. Forces exerted on the Hlink are divided in 

parallel and perpendicular components, the former is added to the CMM and the latter is scaled (by 

a factor 10) and summed over CQM and CMM, to avoid including a torque. All classical bond terms 

(bonds, angles, and dihedrals) involving at least one CMM central atom are computed normally 

and are added to the MM potential. Lennard-Jones interactions between the CQM, Hlink, and CMM 

atoms are omitted for atom pairs separated by less than three bonds. The charge of the CMM atom 

is divided and summed over its CMM neighbors to maintain the total charge unaltered. This 

method is efficient and has already been used in previous calculations with different systems 

including biomolecules.31,34 -35 

 

Exploring the Potential Energy Surface 

For all except the very simplest systems the potential energy is a complicated, multidimensional 

function of the coordinates. The way in which the energy varies with the coordinates is usually 

referred to as the potential energy surface. For a system with N atoms the energy is thus a 
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function of 3N - 6 internal coordinates, so it is therefore impossible to visualize the entire energy 

surface.  

 

Energy Minimization 

In molecular modeling we are especially interested in minimum points on the potential energy 

surface. Minimum energy arrangements of the atoms correspond to stable states of the system; 

any movement away from a minimum gives a configuration with higher energy. There may be a 

very large number of minima on the energy surface, and the minimum with the very lowest energy 

is known as the global energy minimum. To identify those geometries of the system that 

correspond to minimum points on the potential energy surface we use a minimization algorithm. 

We may be also interested to know how the system changes from one minimum energy structure 

to another. The highest point on the pathway between two minima is of special interest and is 

known as the saddle point, with the rearrangement of the atoms being the transition structure. 

Both minima and saddle points are stationary points on the potential energy surface, where the 

first derivative is zero with respect to all coordinates. 

The minimization problem can be formally stated as follows: given a function f which depends on 

the independent variables 1 2, ,..., ix x x , find the values of those variables where f has a minimum 

value. At a minimum point the first derivative of the function with respect to each of the variables 

is zero and the second derivatives are all positive. The function of most interest to us will be the 

quantum mechanics or molecular mechanics energy with the variables being the coordinates of 

the atoms. The first-order minimization algorithms (those that only use the first derivatives) that 

are frequently used are the steepest descend and conjugate gradient methods.22 These gradually 

change the coordinates of the atoms as they move the system closer to the minimum point. The 

starting point for each iteration (k) is the molecular configuration obtained from the previous step, 

which is represented by the multidimensional vector 1k−x . For the first iteration the starting point is 

the initial configuration of the system provided by the user, the vector 1x . 

 

The Steepest Descend Method 

This method moves in the direction parallel to the net force, which corresponds to walking straight 

downhill. For 3N coordinates this direction is most conveniently represented by a 3N-dimensional 

unit vector, k k k= −s g g , where kg is the gradient at the point k, a 3N vector, each element of 

which is the partial derivative of the potential energy with respect to the appropriate 

coordinate, iE x∂ ∂ . Having defined the direction along which to move it is necessary to decide 

how far to move along the gradient. We can obtain the new coordinates be taking a step of 
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arbitrary length along the gradient unit vector ks . The new set of coordinates after step k would 

then be given by, 

 1k k k kλ+ = +x x s  (2.89) 

where kλ is the step size. In most applications of the steepest descend method the step size 

initially has a predetermined value. If the first iteration leads to a reduction in energy, the step size 

is increased by a multiplicative factor (e.g. 1.2) for the second iteration. When a step produces an 

increase in energy, it is assumed that the algorithm has leapt across the valley up to the opposite 

face of the minimum, then the step size is reduced by a multiplicative factor (e.g. 0.5). The step 

size depends upon the nature of the energy surface. 

 

Conjugate Gradients Minimization 

This method produces a set of directions which does not show the oscillatory behavior of the 

steepest descend method in narrow valleys. In the steepest descend method both the gradients 

and the direction of successive steps are orthogonal. In conjugate gradients, the gradients at 

each point are orthogonal but the directions are conjugate. A set of conjugate directions has the 

property that for a quadratic function of M variables, the minimum will be reached in M steps. The 

conjugate gradients method moves in a direction kv from point kx where kv is computed from the 

gradient at the point ant the previous direction vector 1k−v : 

 1k k k kγ −= − +v g v  (2.90) 

where kγ is a scalar constant given by: 

 
1 1

k k
k

k k

γ
− −

⋅
=

⋅
g g

g g
 (2.91) 

In the conjugate gradients method all of the directions and gradients satisfy: 

 
2

0

0

0

i j

i j

i j

i j

E

x x

⋅ =

∂
⋅ ⋅ =
∂ ∂

⋅ =

g g

v v

g v

 (2.92) 

Clearly, equation (2.90) can only be used from the second step onwards and so the first step is 

the same as the steepest descend (i.e. in the direction of the gradient). This method is the one 

implemented within the SIESTA code. 
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Reaction Pathway Search 

Chemists are interested not only in the thermodynamics of a process, but also in its kinetics. 

Knowledge of the minimum points on an energy surface enables thermodynamics data to be 

interpreted, but for the kinetics it is necessary to investigate the nature of the energy surface away 

from the minimum points. In particular, we would like to know how the system changes from one 

minimum to another. The minimum points on the energy surface may be the reactants and 

products of a chemical reaction, two different conformations, or two molecules that non-covalently 

associate, and the term reaction pathway is used to describe the path between two of these 

minima. As a system moves from one minimum to another, the energy increases to a maximum at 

the transition structure and then it falls. The energy passes through a maximum for the motion 

along the pathway, but is a minimum for displacements in all other directions perpendicular to the 

path.  

The conversion of one minimum-energy structure into another may sometimes be represented by 

a combination of atomic coordinates, called reaction coordinate. In such cases, an approximation 

to the reaction pathway, called restrained minimization, can be obtained by gradually changing 

this coordinate, allowing the system to relax at each stage using minimization while keeping the 

chosen reaction coordinate fixed. The point of higher energy on the path is an approximation of 

the transition state and the structures generated during the course of the calculation can be 

considered to represent a sequence of points on the interconversion pathway.  

For performing the restrained minimizations, an additional term is added to the potential energy. 

This term is chosen as: 

 ( )2

0

1

2
RV k ξ ξ= −  (2.93) 

where k is an adjustable force constant,ξ is the value of the reaction coordinate, and 0ξ is the 

value of the reaction coordinate for a particular configuration. The path is constructed as follows: 

first, an unrestricted minimization is performed for the reactant or product to generate an initial 

configuration for the reaction path. The reaction path is mapped out by adding the RV to the 

potential energy, varying 0ξ , and performing energy minimizations at each step. The actual 

energy of each configuration along the reaction path is obtained by subtracting the restraint term 

from the total energy. 

 

Molecular Dynamics Simulation 

The molecular modeler often wants to understand and predict the properties of very complex 

systems, such as liquids, solids or macromolecules. In such systems, the experimental 

measurements are made on macroscopic samples that contain large number of atoms with an 
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enormous number of minima on their energy surfaces. A full quantification of the energy surface 

of such systems is not possible. Computer simulation methods enable to study such systems by 

considering small replications of the macroscopic system, generating representative 

configurations of them in a way that accurate thermodynamics or structural values can be 

obtained. Simulation techniques also enable the time-dependent behavior of systems to be 

determined, providing a detailed picture of the way in which it changes from one conformation to 

another. One of the most used simulation technique is the molecular dynamics method. 

Molecular dynamics calculates the ‘real’ dynamics of the system, from which time averages of 

properties can be calculated. Sets of atomic positions are derived in sequence by applying the 

Newton’s equation of motion. It is a deterministic method, because the state of the system at any 

future time can be predicted from its current state. At each step, the energy and the forces on the 

atoms are computed and combined with the current positions and velocities to generate new ones 

a short time ahead. The forces are assumed to be constant during the time interval. The atoms 

are then moved to the new positions, an updated value of energy and forces are computed, and 

so on. In this way, a molecular dynamics simulation generates a ‘trajectory’ that describes how 

the dynamic variables change with time. The trajectory is obtained by solving the differential 

equations embodied in Newton’s second law, F ma= : 

 
2

2

ixi

i

Fd x

dt m
=  (2.94) 

This equation describes the motion of a particle of mass im along the coordinate ix with ix
F being 

the force on the particle in that direction. 

In the quantum mechanics or molecular mechanics interaction potentials, which are of primarily 

interest when describing the motion atoms or molecules, the force on each particle will change 

whenever the particle changes its position, or any other interacting particles change position. 

Under the influence of a continuous potential the motions of all the particles are coupled together, 

giving rise to a many-body problem that cannot be solved analytically. Under such circumstances, 

the equations of motion are integrated using a finite difference method. The essential idea of this 

method is that the integration is broken down into many small stages, each separated in time by a 

fixed time tδ . The total force on each particle in the configuration at time t is calculated as the 

vector sum of its interactions with other particles. From the force we can determine the 

accelerations, which are combined with the positions and velocities to calculate them at a time 

t tδ+ . The forces in their new positions are then determined, leading to new positions and 

velocities at time 2t tδ+ , and so on. There are many algorithms for integrating the equations of 

motion using finite difference methods, but all assume that the positions and dynamic properties 

(velocities, accelerations, etc.) can be approximated as Taylor series expansions: 
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 21
( ) ( ) ( ) ( ) ...

2
t t t t t t tδ δ δ+ = + + +r r v a  (2.95) 

 21
( ) ( ) ( ) ( ) ...

2
t t t t t t tδ δ δ+ = + + +v v a b  (2.96) 

 21
( ) ( ) ( ) ( ) ...

2
t t t t t t tδ δ δ+ = + + +a a b c  (2.97) 

where v is the velocity (the first derivative of the positions with respect to time),a is the 

acceleration (the second derivative),b is the third derivative, and so on. The Verlet algorithm36 is 

probably the most widely used method for integrating the equations of motion in a molecular 

dynamics simulation. It uses the positions and accelerations at time t , and the positions from the 

previous step, ( )t tδ−r , to calculate the new positions at t tδ+ , ( )t tδ+r . We can write down 

the following relationships between these quantities and the velocities at time t : 

 21
( ) ( ) ( ) ( ) ...

2
t t t t t t tδ δ δ+ = + + +r r v a  (2.98) 

 21
( ) ( ) ( ) ( ) ...

2
t t t t t t tδ δ δ− = − + −r r v a  (2.99) 

Adding these two equations gives 

 2( ) 2 ( ) ( ) ( )t t t t t t tδ δ δ+ = − − +r r r a  (2.100) 

The velocities do not explicitly appear in the Verlet integration algorithm, however they can be 

calculated by dividing the difference in positions at times t tδ− and t tδ+ by 2 tδ : 

 
( ) ( )

( )
2

t t t t
t

t

δ δ
δ

+ − −
=
r r

v  (2.101) 

Implementation of the Verlet algorithm is straightforward and the storage requirements are 

modest. This method is included in both the SIESTA and AMBER packages. 

 

Which is the most appropriate time step to use in a molecular dynamics simulation? If it is too 

small the trajectory will cover only a limited proportion of the phase space, and if it is too large 

instabilities may arise in the integration algorithm. The total error is correlated to the time step, 

with the largest errors arising for the largest time steps, however, with a small time step much 

more computer time will be required for a given length of calculation. The aim is then to find the 

correct balance between simulating the correct trajectory and covering the phase space. When 

simulating molecules, a useful guide is that the time step should be approximately one-tenth the 

time of the shortest period of motion. In molecules, the highest-frequency vibrations are due to 

bond stretches, especially those including hydrogen atoms, which vibrate with a period of 

approximately 10 fs. The requirement that the time step is approximately one order of magnitude 

smaller than the shortest motion is clearly a severe restriction. One solution to this problem is to 
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‘freeze out’ the high-frequency vibrations by constraining the appropriate bonds to their 

equilibrium values while still permitting the rest of the degrees of freedom to vary under the 

intramolecular and intermolecular forces present. This enables a longer time step to be used. One 

way of performing such constraints is applying the SHAKE algorithm.37 Another solution is to use 

deuterium atoms (mass 2 a.m.u.) instead of hydrogen throughout the simulation. 

 

Many thermodynamic properties can be calculated from a molecular dynamics simulation. The 

instantaneous value of the temperature is related to the kinetic energy via the particles’ momenta 

as follows: 

 ( )
2

1

3
2 2

N
i B

c

i i

k T
K N N

m=

= = −∑
p

 (2.102) 

where i i im=p v , cN is the number of constraints and 3 cN N− is the total number of degrees of 

freedom. There are several reasons why to maintain or control the temperature during a 

molecular dynamics simulation. A constant temperature simulation may be required if we wish to 

determine how the behavior of the system changes with temperature and because many chemical 

processes occur at a constant temperature. Because the temperature is related to the kinetic 

energy, an obvious way to alter the temperature is thus to scale the velocities. One of the most 

used methods to maintain the temperature is the Berendsen algorithm,38 which couples the 

system to an external bath that is fixed at the desired temperature. The bath acts as a source of 

thermal energy, supplying or removing heat from the system as appropriate. The velocities are 

scaled at each step, such that the rate of change of temperature is proportional to the difference 

in the temperature between the bath and the system: 

 ( )( ) 1
bath

dT t
T T t

dt τ
= −    (2.103) 

τ is a coupling parameter whose magnitude determines how tightly the bath and the system are 
coupled together. If it is large, the coupling will be weak, if it is small, the coupling will be strong. 

The change in temperature between successive time steps is: 

 ( )bath

t
T T T t

δ
τ

∆ = −    (2.104) 

and the scaling factor for the velocities is thus: 

 2 1 1
( )

batht T

T t

δ
λ

τ
 

= + − 
 

 (2.105) 

Coupling constants generally used vary in order that tδ τ range from 10-2 to 10-3. This thermostat 

is also implemented in both the SIESTA and AMBER packages. 
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The Monte Carlo Method 

In a molecular dynamics simulation the successive configurations of the system are connected in 

time. This is not the case in a Monte Carlo simulation, where each configuration depends only 

upon its predecessor and not upon any other of the configurations previously visited. The Monte 

Carlo method generates configurations randomly and uses a special set of criteria to decide 

whether or not to accept each new configuration. These criteria ensure that the probability of 

obtaining a given configuration is equal to its Boltzmann factor, exp ( )N

BE k T − r , where 

( )NE r is calculated using the potential energy function. States with a low energy are thus 

generated with a higher probability than configurations with a higher energy. For each 

configuration that is accepted the values of the desired properties are calculated and at the end of 

the calculation the average of these properties is obtained by simply averaging over the number 

of values calculated, M: 

 
1

1
( )

M
N

i

B B
M =

= ∑ r  (2.106) 

In a Monte Carlo simulation each new configuration of the system may be generated by randomly 

moving a single or several atoms or molecules. The energy of the new configuration is then 

calculated using the potential energy function. If the energy of the new configuration is lower than 

the energy of its predecessor then the new configuration is accepted. If the energy of the new 

configuration is higher than the energy of its predecessor then the Boltzmann factor of the energy 

difference is calculated: ( )exp ( ) ( )N N

new old BE E k T − − r r . A random number is then 

generated between 0 and 1 and compared with this Boltzmann factor. If the random number is 

higher than the Boltzmann factor then the move is rejected and the original configuration is 

retained for the next iteration; if the random number is lower then the move is accepted and the 

new configuration becomes the next state. This procedure has the effect of permitting moves to 

states of higher energy. The smaller the uphill move (i.e. the smaller the value of 

( ) ( )N N

new oldE E−r r ) the greater is the probability that the move will be accepted. 

 

Free Energy Calculations 

The free energy is often considered to be the most important thermodynamical property in 

chemistry. The free energy is usually expressed as the Helmholtz function, A, or the Gibbs 

function, G. The Helmholtz free energy is appropriate to a system with constant number of 

particles, temperature and volume (constant NVT), whereas the Gibbs free energy is appropriate 

to constant number of particles, temperature and pressure (constant NTP). Most experiments are 

conducted under conditions of constant temperature and pressure, where the Gibbs function is 
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the appropriate free energy quantity. Unfortunately, the free energy is a difficult quantity to obtain 

for systems such as liquids or flexible macromolecules that have many minimum energy 

configurations separated by low-energy barriers. Associated quantities such as the entropy and 

the chemical potential are also difficult to calculate. The free energy cannot be accurately 

determined from a ‘standard’ molecular dynamics simulation, because such simulation does not 

adequately sample from those regions of phase space that make important contributions to the 

free energy.  

 

For any property (B) of the system that depends upon the positions and momenta of the N 

particles, the ensemble average, or expectation value (the average value of the property B over 

all replications of the ensemble generated by the simulation) can be written as: 

 ( , ) ( , )N N N N N NB d d B ρ= ∫∫ p r p r p r  (2.107) 

where ( , )N Nρ p r is the probability density of the ensemble, that is, the probability of finding a 

configuration with momenta Np and positions Nr . The ensemble average of the property is then 

determined by integrating over all possible configurations of the system. In accordance with the 

‘ergodic hypothesis’ the ensemble average is equal to the time average, and the probability 

density is the familiar Boltzmann distribution: 

 ( , ) exp ( , )N N N N

BH k T Qρ  = − p r p r  (2.108) 

where Q, the partition function, is given by: 

 
3

1
exp ( , )

!

N N N N

BN
Q d d H k T

N h
 = − ∫∫ p r p r  (2.109) 

The Helmholtz free energy is related to the partition function Q, by: 

 lnBA k T Q= −  (2.110) 

or, rearranging: 

 

( )
ln exp ( , )

ln exp ( , ) ( , )

N N

B B

N N N N N N

B B

A k T H k T

k T d d H k T ρ

 = = 

  ∫∫

p r

p r p r p r
 (2.111) 

The configurations with high energy make a significant contribution to the integral due to the 

presence of the exponential term. A molecular dynamics simulation preferentially samples the 

lower-energy regions of the phase space. An ergodic trajectory would visit all of these high-

energy regions, but in practice these will never be adequately sampled by a real simulation. 

Consequently, the results for the free energy will be poorly converged and inaccurate. 
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Let us now consider the calculation of the free energy difference between states. This problem 

can be tackled using a molecular dynamics simulation method. Next, we will describe several 

methods proposed for calculating the free energy differences.  

 

Thermodynamic Perturbation 

Consider two well-defined states X and Y, containing N particles interacting according to 

XH and YH , respectively. The free energy difference between the two states is as follows: 

 ln Y
Y X B

X

Q
A A A k T

Q
∆ = − = −  (2.112) 

or, 

 
( )

( )
0

1

ln exp ( , ) ( , )

ln exp ( , ) ( , )

N N N N

B Y X B

N N N N

B X Y B

A k T H H k T

k T H H k T

 ∆ = − − − 

 = − − 

p r p r

p r p r

 (2.113) 

The subscripts 0 and 1 indicate averaging over the ensemble of configurations representative of 

the initial state X and final state Y, respectively. To perform a thermodynamic perturbation39 

calculation we must first define XH and YH  and then run a simulation, let us say at the state X. 

We form then the ensemble average given in equation (2.113) as we proceed in the simulation.  

The free energy difference could be obtained from a simulation of X, where for each configuration 

in the simulation, we calculate the value of the energy for every instantaneous conformation of X, 

in which X is temporarily assigned the potential energy of Y, or equivalently ‘mutated’ to Y. The 

same procedure can be done starting from a simulation at the state Y. 

 

Thermodynamic Integration 

An alternative way to calculate the free energy difference uses thermodynamic integration. The 

formula for the free energy difference is: 

 
1

0

( , )N NH
A d

λ

λ
λ

λ
λ

=

=

∂
∆ =

∂∫
p r

 (2.114) 

To calculate the free energy difference using thermodynamic integration we thus need to 

determine the integral in equation (2.114). In practice, this is achieved by performing a series of 

simulations corresponding to discrete values of λ between 0 and 1, and for each value, the 

average of
( , )N NH

λ
λ

∂
∂
p r

is determined. The total free energy difference is then equal to the 

area under the graph of
( , )N NH

λ
λ

∂
∂
p r

versus λ. 
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The ‘Slow Growth’ Method 

A third approach for the calculation of free energy differences from computer simulation is the 

slow growth method. Here, the Hamiltonian changes by a very small, constant amount at each 

step of the calculation. This means that at each stage Hamiltonian 1( )iH λ + is very nearly equal 

to ( )iH λ . The free energy difference is given by: 

 ( )
; 1

1

1; 0

stepi N

i i

i

A H H

λ

λ

= =

+
= =

∆ = −∑  (2.115) 

    

Potentials of Mean Force 

The free energy changes that we have considered so far correspond to chemical ‘mutations’. We 

may also be interested to know how the free energy changes as a function of some inter or intra 

molecular coordinate, such as the distance between two atoms, or the torsion angle of a bond 

within a molecule. The free energy surface along the chosen coordinate is known as a ‘potential 

of mean force’ (PMF). Unlike the mutations so common in free energy perturbation calculations, 

which are often along non-physical pathways, the PMF is calculated for a physically achievable 

process. Consequently, the point of higher energy on the free energy profile that is obtained from 

a PMF calculation corresponds to the transition state for the process. Various methods have been 

proposed for calculating the PMF. The simplest of them is the free energy change as the 

separation (r) between two particles is changed. We can calculate the PMF from the radial 

distribution function g(r), which gives the probability of finding a particle a distance r from another 

particle compared to the ideal gas distribution, using the following expression for the Helmholtz 

free energy: 

 ( ) ln ( ) constantBA k T g= − +r r  (2.116) 

The constant is often chosen so that the most probable distribution corresponds to a free energy 

of zero.  

Unfortunately, the PMF may vary by several multiples of Bk T over the relevant range of the 

parameter r. The logarithmic relationship between the PMF and the radial distribution function 

means that a relatively small change in the free energy may correspond to g(r) changing by an 

order of magnitude from its most likely value. Unfortunately, standard molecular dynamics 

simulation method does not adequately sample regions where the radial distribution function 

differs drastically from the most likely value, leading to inaccurate values for the PMF. The 

traditional way to avoid this problem uses the ‘umbrella sampling’ technique. 
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Umbrella Sampling 

This method attempts to overcome the sampling problem by modifying the potential function so 

that the unfavorable states are sampled sufficiently. The modification of the potential function can 

be written as a perturbation: 

 '( ) ( ) ( )N N NE E W= +r r r  (2.117) 

where ( )NW r is a weighting function, which often takes a quadratic form: 

 ( )2

0( )N N N

WW k= −r r r  (2.118) 

For configurations that are far from the equilibrium state 0

N
r the weighting function will be large 

and so a simulation using the modified energy function '( )NE r will be biased along some 

relevant ‘reaction coordinate’ away from the configuration 0

N
r . The resulting distribution will be 

non-Boltzmann. To obtain the PMF via the radial distribution function, equation (2.116) the 

distribution function with the forcing potential would be determined and then corrected to the ‘true’ 

radial distribution function, from which the free energy can be calculated as a function of the 

separation. It is usual to perform an umbrella sampling calculation in a series of stages, each of 

which is characterized by a particular value of the coordinate and an appropriate value of the 

forcing potential ( )NW r . The PMF is then obtained by superposing the results obtained for all 

the series of stages. Although the method itself seems to be easily implemented in parallel 

computers, its principal drawback are that two consecutive series must overlap in order to 

correctly superpose them, the force constant for each stage has to be chosen carefully in order to 

make an efficient sampling of the surface, and the initial thermalization simulation must be 

performed for all the series of stages. These last reasons make umbrella sampling a technique for 

which the data managing becomes quite difficult and tedious. 

 

Multiple Steering Molecular Dynamics 

The multiple steering molecular dynamics (MSMD) approach is a novel technique for computing 

free energy profiles, and was originally proposed by C. Jarzynski.40 The MSMD approach 

establishes a relation between the non-equilibrium dynamics and equilibrium properties.41,42 We 

present the relevant equations which allow for efficient calculation of free energy profiles. 

Let ( , )H λr be the Hamiltonian of a system that is subject to an external time-dependent 

perturbation ( )( )tλ λ= and respectively let ( )A λ∆ and ( )W λ be the change in free energy and 

the external work performed on the system as it evolves from 0λ toλ . Herer indicates a 

configuration of the whole system, whileλ is a reaction coordinate. Then, ( )A λ∆ and ( )W λ are 

related to each other by the following identity: 
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 [ ] [ ]exp ( ) exp ( )B BA k T W k Tλ λ−∆ = −  (2.119) 

where the brackets represent an average taken over an ensemble of molecular dynamics 

trajectories, provided the initial ensemble is equilibrated. Equation (2.119) is valid under the 

assumption of a converged average, formally needing an infinite number of realizations of the 

process. The Hamiltonian ( , )H λr can be written as the sum of the time independent Hamiltonian 

of the unperturbed system, 0 ( )H r , plus a time-dependent external potential. As usual, the 

perturbation has been chosen to be a harmonic potential, whose minimum position moves at 

constant velocity ν according to: 

 [ ]2

0 0( , ) ( ) ( )
2

k
H H vtλ λ λ= + − −r r r  (2.120) 

where ( )λ r represents a chosen reaction path. Thus, the free energy of a process along a 

reaction coordinate can be computed performing a number of finite time transformations, 

collecting the work done at each time step, and then properly averaging it as in equation (2.119). 

This technique is much more straightforward than others, because is easily parallel, and the initial 

thermalization procedure has to be only performed at the initial or final stage, making this 

technique a powerful tool for calculating free energy profiles. 

 

Finally, it is interesting to note that all free energy calculations performed throughout this thesis 

were done using the umbrella sampling and/or the MSMD methods, which were included inside 

the SIESTA package. Moreover, the MSMD method was introduced in the AMBER code, and will 

be released in the new version of AMBER9.  
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0 0
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bohr m e= �  
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r

α

α α
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Chapter 3: Chorismate to Prephenate Conversion Catalyzed by 

Chorismate mutase 

 

Introduction 

The conversion of chorismate to prephenate (Figure 3.1) is a problem for which there is an 

important body of theoretical and experimental data. 

  

    

Figure 3.Figure 3.Figure 3.Figure 3.1111. . . . Chorismate to prephenate conversion. Species from left to right: diequatorial chorismate Chorismate to prephenate conversion. Species from left to right: diequatorial chorismate Chorismate to prephenate conversion. Species from left to right: diequatorial chorismate Chorismate to prephenate conversion. Species from left to right: diequatorial chorismate 

conformer, diaxial chorismate conformer, tconformer, diaxial chorismate conformer, tconformer, diaxial chorismate conformer, tconformer, diaxial chorismate conformer, transition state and prephenate.ransition state and prephenate.ransition state and prephenate.ransition state and prephenate.    

 

This intramolecular transformation is of special interest because it proceeds both uncatalyzed in 

water solution and catalyzed by the enzyme chorismate mutase, providing a unique opportunity to 

compare the catalyzed and uncatalyzed reactions.1 Chorismate mutase is an essential enzyme in 

the Shikimate pathway. This pathway is responsible for the biosynthesis of aromatic amino acids 

in bacteria, fungi, and plants, but not in mammals.2 The enzyme is of interest not only for an 

understanding of its catalytic rate enhancement, but also as a target for the discovery of 

antibiotics, antifungals, and herbicides. For these reasons, chorismate mutase has been the focus 

of numerous studies in the past decades.3-20 

 

Our calculations provide a clear improvement with respect to previous AM110,11,17,18 and HF-based 

calculations,14,20 which may present flaws in the description of transition states and overestimate 

the activation energy. The experimental activation parameters for the uncatalyzed reaction of 

chorismate to form prephenate in aqueous solution at pH 7.5 are H ≠∆ = 20.7 kcal/mol and S ≠∆ = 

-12.9 eu.3 The enzyme chorismate mutase accelerates the reaction by a factor of about 106 over 

the uncatalyzed reaction. The activation parameters for the B. subtilis chorismate mutase 

reported by Kast et al.7 are H ≠∆ = 12.7 kcal/mol and S ≠∆ = -9.1 eu. They concluded that 

lowering the entropy barrier of the reaction is not a major factor in catalysis in B. subtilis 

chorismate mutase, because S ≠∆ in this case is unfavorable and comparable to that for the 
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uncatalyzed reaction. Chorismate has been found to adopt several conformations in vacuum and 

in condensed phase. The more populated conformations in vacuum are the pseudodiequatorial 

and pseudodiaxial, with the pseudodiequatorial being the most stable.4,5,7,11 The rearrangement of 

chorismate to prephenate requires a conformational change in which the diequatorial conformer is 

converted to the diaxial one, which is the reactive conformer capable of progressing via the 

pericyclic rearrangement to prephenate (Figure 3.1) with a chair-like transition state. Several 

researchers have applied theoretical methods to study the conformational preequilibrium of 

chorismate. One of the first theoretical works was done by Wiest and Houk, who located and 

characterized as minima two chorismate conformers at the Hartree-Fock and density functional 

theory level (RHF/6-31G* and BLYP/6-31G*, respectively).5,7 The mechanism of chorismate 

mutase has been studied by Khanjin et al. by performing B3LYP/6-31G* calculations on several 

chorismate conformationally restricted analogues.9 Marti et al.11 found five chorismate conformers 

as minima in vacuum. Hillier and co-workers8 examined the effect of water on the conformational 

energetics of chorismate conformers by both a polarized continuum model (PCM) and explicit 

solvation within a Monte Carlo free energy perturbation (MC/FEP) treatment, and concluded that 

solvation reduces the energy difference between the diequatorial and diaxial structures, but still 

the diequatorial form was the most stable. Guo et al.19 found two nonreactive conformers that are 

more stable than the reactive diaxial conformer in solution and which resemble the diequatorial 

conformers, using B3LYP/6-31G* and PCM. However, they showed that these conformers rapidly 

convert (approximately in 5 ps) to the active diaxial conformer in the active site of chorismate 

mutase using self-consistent charge density functional tight-binding (SCC-DFTB) calculations. 

More recently, Jorgensen and co-workers, studied the environment effects of the reaction in water 

and in the active site of chorismate mutase. They used a combined QM-MM MC/FEP method and 

applied the concept of near attack conformations (NACs) to chorismate.17,18 They showed that 

1%, 82%, and 100% of chorismate conformers were found to be NACs structures, or active 

conformers, in vacuum, water, and in the enzyme, respectively. Moreover, they calculated the 

activation free energy of the conformational preequilibrium of chorismate, showing that only in the 

gas phase does this step provide a positive contribution to the total activation free energy of the 

reaction (approximately 3, -1, and -9 kcal/mol in a vacuum, water and enzyme, respectively). 

They proposed that the rate enhancement by chorismate mutase over the uncatalyzed aqueous 

reaction results primarily from conformational compression of the reactant by the enzyme and 

suggested that the preferential stabilization of the transition state in the enzyme environment 

relative to water played a secondary role.18 On the other hand, Marti et al.10 calculated the free 

energy profile for the reaction in aqueous solution and in the enzyme, and concluded that the 

enzyme preferentially binds the reactive diaxial conformer of chorismate, and it reduces the 

activation free energy of the reaction relative to that in solution by providing an environment which 

preferentially stabilizes the transition state. Mulholland and co-workers studied the energetic 

profile of the reaction at the RHF/6-31G(d) QM-MM using CHARMM and corrected it by ab initio 
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calculations in the gas phase (DFT and MP2).20 Lee et al.14 assessed the role of different residues 

in the stabilization of the transition state by performing QMMM calculations at the HF level. 

Recently, a QM-MM pathway optimization study of the conversion of chorismate to prephenate 

performed using a combination of HF/4-31G and B3LYP/6-31G** electronic structure methods 

has been reported.15 Most of these QM-MM calculations were performed using HF14,20 or AM1 

Hamiltonians.10,11,17,18 For this reason, it is interesting to reanalyze the subject using a more 

accurate electronic structure DFT scheme. In order to do so, we have performed QM-MM 

calculations of the chorismate to prephenate conversion, employing a restrained energy 

minimization scheme to obtain the reaction energy profiles in vacuum, aqueous solution, and in 

the enzyme environment. In the first place, we have performed calculations to compute a potential 

energy profile of the reaction, neglecting the entropic contributions. This is justified, because, 

according to experimental results, they play a minor role in the catalysis.4 In the second part of the 

chapter, we have included these effects by means of sampling the degrees of freedom orthogonal 

to the reaction coordinate by performing molecular dynamics simulations. We will try to shed light 

on the enzymatic mechanism, particularly to understand if the catalytic activity is due to a 

conformational compression of the reactant, a preferential stabilization of the transition state, or 

both and will also assess the effects of the entropic changes. 

 

Reaction Pathway Search Calculations 

All  calculations were performed with the SIESTA code using DZVP basis sets, with a 

pseudoatomic orbital energy shift of 30 meV, a grid cutoff of 150 Ry,21 and the generalized 

gradient approximation of Perdew, Burke, and Ernzerhof22 (see Chapter 2). For the treatment of 

biological macromolecular environments, we used the Wang et al. force field parametrization.23 

The Lennard-Jones parameters for the QM atoms have been taken from the Wang et al. force 

field parametrization, and have also been applied to chorismate in an earlier work.16 The 

parameters have been tested by performing QM-MM calculations in selected chorismate (QM) - 

water (MM) dimmers. Results for hydrogen bond distances and interaction energies were in good 

agreement with full QM calculations. QM-MM restrained energy minimizations have been 

performed to investigate the reaction path for the conversion of chorismate to prephenate. The 

distinguished reaction coordinate ξ  was taken as the antisymmetric combination of the distances 

describing the breaking and forming bonds, ξ  = dC1-C7 - dC3-O1, as depicted in Figure 3.2. This 

reaction coordinate has been found to represent very closely the intrinsic reaction coordinate 

found in the gas phase and in solution.10,14 The path is constructed as follows. First, an 

unrestricted QM-MM minimization is performed for the reactant or product to generate an initial 

configuration for the reaction path. The reaction path is mapped out by adding the harmonic 

potential term to the potential energy with 0ξ  varying in steps of 0.1 Å from about -2.0 to 2.0 Å, 
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and performing energy minimizations at each step. A value of k of 200 kcal mol-1 Å-2 was found to 

be adequate.  

To consider charge transfer to the substrate and polarization effects in neighbor charged 

residues, which may be important for the catalytic activity of the enzyme,12,14 we have performed 

calculations for two different choices of the QM subsystem, one including only the substrate 

moiety (Figure 3.2) and another with the substrate plus the charged side chains glu78 and arg90 

(Figure 3.3). The frontier between the QM and MM portions was treated using the SPLAM24 

method (see Chapter 2). 

 

    

Figure 3.Figure 3.Figure 3.Figure 3.2222. QM subsystem model of . QM subsystem model of . QM subsystem model of . QM subsystem model of the reactant with its relevant numbering.the reactant with its relevant numbering.the reactant with its relevant numbering.the reactant with its relevant numbering.    

 

 

Figure 3.Figure 3.Figure 3.Figure 3.3333....    QM subsystem model including theQM subsystem model including theQM subsystem model including theQM subsystem model including the    reactant plus the charged side chains Glu78 and Arg90.reactant plus the charged side chains Glu78 and Arg90.reactant plus the charged side chains Glu78 and Arg90.reactant plus the charged side chains Glu78 and Arg90.    
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The QM-MM calculations in solution were performed by placing the chorismate in a cavity deleted 

from a 15 Å radius sphere of 664 water molecules. The water molecules were equilibrated by 

performing 100 ps of classical MD simulations at 200 K, both with chorismate and prephenate as 

solutes. Geometry optimizations have been performed starting with both reactant and product 

structures. Only the substrate atoms and the MM atoms lying on a sphere of 11 Å centered on it 

were allowed to move freely. 

The enzyme calculations have been performed employing a starting structure obtained from B. 

subtilis in the Protein Data Bank (1COM).25 Hydrogen atoms were added as usual. The systems 

were equilibrated by performing 100 ps of classical MD simulations at 300 K, both with chorismate 

and prephenate as solutes, to obtain correct starting geometries. We have performed calculations 

for two different choices of the QM subsystem. In the first case, the full system consisted of a QM 

region of 24 atoms, (Figure 3.2) the substrate molecule, treated at the DFT level, and a MM 

region, comprising the enzyme plus solvation water molecules (5627 protein atoms plus 1534 

TIP3P water molecules). Only the QM atoms and the MM atoms lying on a sphere of 11 Å 

centered on the QM system were allowed to move freely. The model is depicted in Figure 3.4. 

Geometry optimizations have been performed for chorismate and prephenate in the active site. 

The second choice of the QM subsystem includes the substrate moiety plus the charged side 

chains glu78 and arg90, as shown in Figure 3.3. 

 

 

Figure 3.Figure 3.Figure 3.Figure 3.4444. . . . Chorismate mutase model with solvation water molecules (red dots). The substrate is depicted in Chorismate mutase model with solvation water molecules (red dots). The substrate is depicted in Chorismate mutase model with solvation water molecules (red dots). The substrate is depicted in Chorismate mutase model with solvation water molecules (red dots). The substrate is depicted in 

cyan, the MM free atoms are depicted in blue, whereas the frozen ones are depicted in red.cyan, the MM free atoms are depicted in blue, whereas the frozen ones are depicted in red.cyan, the MM free atoms are depicted in blue, whereas the frozen ones are depicted in red.cyan, the MM free atoms are depicted in blue, whereas the frozen ones are depicted in red.    
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Results and Discussion 

To validate the SIESTA electronic structure scheme, we have performed geometry optimizations 

of chorismate and prephenate in vacuum. In Table 3.1 we report PBE/DZVP results computed 

with SIESTA for selected optimized geometrical parameters of the reactant (diequatorial 

conformer) and product, compared with results obtained at the B3LYP/6-31G**26,27 level 

computed with the Gaussian98 package28 (Figure 3.2). The computed E∆  of conversion between 

chorismate and prephenate of -5.8 kcal/mol at the PBE/DZVP level agrees reasonably well with 

that computed using B3LYP/6-31G** of -4.8 kcal/mol. 

 

ChorismateChorismateChorismateChorismate    PrephenatePrephenatePrephenatePrephenate    
    

PBE/DZVPPBE/DZVPPBE/DZVPPBE/DZVP    B3LYP/6B3LYP/6B3LYP/6B3LYP/6----31G**31G**31G**31G**    PBE/DZVPPBE/DZVPPBE/DZVPPBE/DZVP    B3LYP/6B3LYP/6B3LYP/6B3LYP/6----31G**31G**31G**31G**    

C1C1C1C1----C7C7C7C7    4.42 4.41 1.58 1.58 

C1C1C1C1----C3C3C3C3    1.45 1.45 3.83 3.80 

O2O2O2O2----H6H6H6H6    1.57 1.68 4.74 4.62 

C3C3C3C3----O1O1O1O1----C8C8C8C8    119.1 121.2 - - 

C1C1C1C1----C7C7C7C7----C8C8C8C8    - - 116.5 116.2 

O2O2O2O2----C9C9C9C9----C8C8C8C8----C7C7C7C7    163.7 153.2 117.0 121.7 

Table 3.Table 3.Table 3.Table 3.1111. Selected geometrical parameters of chorismate diequatorial conformer and preph. Selected geometrical parameters of chorismate diequatorial conformer and preph. Selected geometrical parameters of chorismate diequatorial conformer and preph. Selected geometrical parameters of chorismate diequatorial conformer and prephenate in vacuum enate in vacuum enate in vacuum enate in vacuum 

((((ÅÅÅÅ and degrees and degrees and degrees and degrees). The PBE/DZVP and B3LYP/6). The PBE/DZVP and B3LYP/6). The PBE/DZVP and B3LYP/6). The PBE/DZVP and B3LYP/6----31G** calculations were performed using SIESTA and 31G** calculations were performed using SIESTA and 31G** calculations were performed using SIESTA and 31G** calculations were performed using SIESTA and 

Gaussian98, respectively.Gaussian98, respectively.Gaussian98, respectively.Gaussian98, respectively.    

 

Taking into account that the diequatorial to diaxial conformer preequilibrium does not contribute to 

the total activation free energy of the reaction in aqueous solution and in the enzyme 

environment,18 we have computed the energy profile for the conversion of the diaxial chorismate 

conformer to prephenate. The forward and reverse reactions were examined, and the 

corresponding energy profiles are shown in Figure 3.5. We also include the global minimum 

energy of the reactant, corresponding to the diequatorial conformer. 
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Figure 3.Figure 3.Figure 3.Figure 3.5555. Energy profi. Energy profi. Energy profi. Energy profile for the forward (le for the forward (le for the forward (le for the forward (red, red, red, red, squares) and inverse (squares) and inverse (squares) and inverse (squares) and inverse (blue, blue, blue, blue, circles) reaction of chorismate to circles) reaction of chorismate to circles) reaction of chorismate to circles) reaction of chorismate to 

prephenate in vacuumprephenate in vacuumprephenate in vacuumprephenate in vacuum. The diequatorial conformer is also shown (orange).. The diequatorial conformer is also shown (orange).. The diequatorial conformer is also shown (orange).. The diequatorial conformer is also shown (orange).    

 

As can be noted in Figure 3.5, the two profiles agree reasonably well. The computed activation 

energy in vacuum is 32.4 kcal/mol, in agreement with a previous value computed by Houk et al.5 

of 34.3 kcal/mol, at the BLYP/6-31G* level. These values are slightly lower than the reported 

B3LYP/6-31G* result of 44.0 kcal/mol,10 consistent with the fact that DFT calculations at the 

gradient-corrected approximation level usually yield lower activation energies than those obtained 

using hybrid functionals.29 The reaction coordinate values are 2.97, 2.25, 0.49, and -2.25 Å for the 

diequatorial conformer, diaxial conformer, transition state, and product, respectively. Relevant 

energetic parameters are presented in Table 3.2.  

The computed energy difference between the active diaxial conformer and the most stable 

diequatorial conformer in vacuum is 14.9 kcal/mol, which compares well with previous 

calculations of 15.9 kcal/mol11 and 11.7 kcal/mol,5 at the MP2/6-31G* and BLYP/6-31G* levels, 

respectively. This energy difference is mainly due to an intramolecular hydrogen bond between 

the ring hydroxyl group and the bridged carbonyl group, and is responsible for the very high 

activation energy for the reaction in gas phase.  
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∆E     ≠∆E     

≠

exp∆E     

VacuumVacuumVacuumVacuum    -5.8 32.4 - 

Aqueous solutionAqueous solutionAqueous solutionAqueous solution    -22.0 13.8 20.7a 

enzyme (QM subsystemenzyme (QM subsystemenzyme (QM subsystemenzyme (QM subsystem    FigureFigureFigureFigure    3.3.3.3.2222))))    -24.9 5.3 12.7b 

enzyme (Qenzyme (Qenzyme (Qenzyme (QM M M M subsystem subsystem subsystem subsystem FigureFigureFigureFigure    3.3.3.3.3333))))    -30.6 4.3 12.7b 

Table 3.Table 3.Table 3.Table 3.2222....    Relevant Energetic Parameters for the ChorismateRelevant Energetic Parameters for the ChorismateRelevant Energetic Parameters for the ChorismateRelevant Energetic Parameters for the Chorismate----totototo----Prephenate Conversion in Vacuum, Water Prephenate Conversion in Vacuum, Water Prephenate Conversion in Vacuum, Water Prephenate Conversion in Vacuum, Water 

Solution, and in the Chorismate mutase Enzyme (kcalSolution, and in the Chorismate mutase Enzyme (kcalSolution, and in the Chorismate mutase Enzyme (kcalSolution, and in the Chorismate mutase Enzyme (kcal/mol). /mol). /mol). /mol). aaaa reference  reference  reference  reference 3333. . . . bbbb reference  reference  reference  reference 4444....    

 

The aqueous solution chorismate to prephenate E∆  value of -22.0 kcal/mol compares 

reasonably well with the results of continuum model calculations of -20.5 kcal/mol,7 at the 

B3LYP/6-31G* level. The energy profile is presented in Figure 3.6. Our computed activation 

energy is 13.8 kcal/mol, which is lower than the reported experimental value of 20.7 kcal/mol,3,29 

consistent with the computed value in vacuum. 

The reaction coordinate values are 1.71, 0.43, and -1.69 Å for the reactant, transition state, and 

product, respectively. Relevant energetic parameters are presented in Table 3.2. 
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Figure 3.Figure 3.Figure 3.Figure 3.6666. Energy profile for the reaction of chorismate to prephenate in aqueous solution (blue, circles) and . Energy profile for the reaction of chorismate to prephenate in aqueous solution (blue, circles) and . Energy profile for the reaction of chorismate to prephenate in aqueous solution (blue, circles) and . Energy profile for the reaction of chorismate to prephenate in aqueous solution (blue, circles) and 

in the enzyme with the two different QM subsystein the enzyme with the two different QM subsystein the enzyme with the two different QM subsystein the enzyme with the two different QM subsystems: substrate (red, squares), substrate plus the charged ms: substrate (red, squares), substrate plus the charged ms: substrate (red, squares), substrate plus the charged ms: substrate (red, squares), substrate plus the charged 

side chains glu78 and arg90 (green, diamonds).side chains glu78 and arg90 (green, diamonds).side chains glu78 and arg90 (green, diamonds).side chains glu78 and arg90 (green, diamonds).    

 

For the smaller QM subsystem, our predicted chorismate to prephenate E∆ in the enzyme is -24.9 

kcal/mol. This lower result with respect to solution could be explained by considering that when 

the rearrangement is taking place an additional hydrogen bond between arg90(HH11) and 

glu78(OE1) is formed. This hydrogen bond is formed only for values of the reaction coordinate 

lower than about -0.8 Å, and consequently, it is only present in the product. This additional 

interaction is responsible for the more negative chorismate-to-prephenate E∆ value for the 

reaction in the presence of the enzyme (-24.9 kcal/mol) compared to the computed value in water 

(-22.0 kcal/mol) (Table 3.2 and Figure 3.7). It is important to note that the requirement for E∆  

(reactant-product) to be the same in solution and in the enzyme-catalyzed reaction is valid only 

when both the initial and final states have the reactant and product unbound from the enzyme. It 

is then not surprising that we obtain different equilibrium E∆ in solution and inside chorismate 

mutase. The enzymatic energy profile is also presented in Figure 3.6. The reaction coordinate 

values are 1.60 Å, 0.71 Å and -1.71 Å for the reactant, transition state and product, respectively. 
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Figure 3.Figure 3.Figure 3.Figure 3.7777. Active site model of . Active site model of . Active site model of . Active site model of B. subtilis B. subtilis B. subtilis B. subtilis chorismate mutase enzyme.chorismate mutase enzyme.chorismate mutase enzyme.chorismate mutase enzyme.    

 

Energetic results are also presented in Table 3.2. It is clear that our results reproduce the catalytic 

effect of the enzyme, since the computed activation energy reduces from 13.8 kcal/mol to 5.3 

kcal/mol when going from aqueous solution to the enzyme. The computed activation energy is 

lower than the reported experimental value of 12.7 kcal/mol,2,29 but the computed difference 

between the activation energies of the reaction in water and in the enzyme, ( )E ≠∆ ∆ of 8.5 

kcal/mol, agrees very well with the experimental value of 8 kcal/mol. The predicted activation 

energy value is in the typical range of activation energies for enzymatic reactions (about 5-10 

kcal/mol). 

 

To analyze the different contributions to the activation energy, we have carried out an analysis of 

the different energy terms of chorismate and transition state optimized structures, as suggested 

by Marti et al.10 The total QM-MM activation energies obtained in aqueous solution or in the 

enzyme environment can be written as the following sum: 

 intQM MME E E E≠∆ ≈ ∆ + ∆ + ∆  (3.1) 

where each contribution corresponds to single point energy calculations of the transition state, 

relative to the reactant, computed at the structures obtained in the QM-MM calculations. The 

terms QME∆ , MME∆ and intE∆ , correspond to the in vacuo DFT energy, the MM contribution, and 

the substrate-environment interaction energy, respectively. The QME∆ values are 13.5 and 11.5 

kcal/mol for water and enzyme, respectively. The transition state relative energy is slightly (2 

kcal/mol) more favorable in the enzyme active site than in water. This steric contribution to the 
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activation energy in the enzyme is attributed to a more compressed reactant structure than in 

solution. This is also reflected in the fact that the reaction coordinate value corresponding to 

chorismate in solution is 1.71 Å, whereas in the enzyme is 1.60 Å.  

We can also compare the EQM single point QM energies of the substrate at the optimized 

structures in aqueous solution and protein. The difference in chorismate EQM values between 

solution and protein shows that the substrate is destabilized by steric compression in 2.1 kcal/mol. 

This effect has been reported by Jorgensen et al.18 to be of about 9 kcal/mol. This magnitude 

computed for the transition state is only 0.1 kcal/mol. These facts reflect that the steric 

compression of the reactant by the enzyme destabilizes it and hence reduces the activation 

energy. Steric compression effects have also been analyzed by Khanjin et al.9 by performing DFT 

calculations on a set of chorismate conformationally restricted analogues in vacuum. Our 

chorismate optimized C1-C7 bond distances are 4.42, 3.62, and 3.13 Å, in vacuum, water, and 

protein, respectively. On the other hand, the optimized C1-C7 distances in the TS span a much 

smaller window, with 2.61, 2.53, and 2.64 Å, in vacuum, water, and protein, respectively. 

Following these authors’ analysis, this confirms that steric compression effects are more 

important in the reactant than in the TS.  

The intE∆  values of 5.9 kcal/mol for water and -4.7 kcal/mol in the enzyme show that the major 

catalytic character of the enzyme comes from an important stabilization of the transition state due 

to a favorable electrostatic enzyme transition state interaction. This effect is not observed in 

water, where the substrate is more stabilized. The electrostatic stabilization of the transition state 

by the enzyme is about 10.6 kcal/mol, with respect to water. The MME∆  values are -5.6 kcal/mol 

and -1.5 kcal/mol for water and enzyme, respectively. In both cases, the environment 

rearrangement stabilizes preferentially the transition state. In solution, this negative value almost 

compensates the unfavorable intE∆ , resulting in a net activation energy of approximately 13 

kcal/mol. The rearrangement energy in the enzyme is not an important contribution to the 

activation energy. Taking all these contributions into account, we can conclude that the catalytic 

activity achieved by the enzyme in comparison with the aqueous solution reaction is mainly due to 

both a major electrostatic stabilization of the transition state by the enzyme and a minor steric 

compression and hence destabilization of the substrate. 

Relevant geometrical parameters are shown in Table 3.3 (Figure 3.7) for the enzyme complexed 

with chorismate, transition state, and prephenate.  
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    ChorismateChorismateChorismateChorismate    Transition StateTransition StateTransition StateTransition State    PrephenatePrephenatePrephenatePrephenate    

C1C1C1C1----C7C7C7C7    3.13 2.64 1.59 

C3C3C3C3----O1O1O1O1    1.53 1.93 3.30 

H6H6H6H6----glu78(OE1)glu78(OE1)glu78(OE1)glu78(OE1)    1.49 1.46 1.54 

O1O1O1O1----arg90(HH22)arg90(HH22)arg90(HH22)arg90(HH22)    1.80 1.74 1.90 

O2O2O2O2----arg90(HE)arg90(HE)arg90(HE)arg90(HE)    1.80 1.83 1.81 

O2O2O2O2----arg7(HH21)arg7(HH21)arg7(HH21)arg7(HH21)    1.80 1.79 1.77 

O3O3O3O3----arg7(HH12)arg7(HH12)arg7(HH12)arg7(HH12)    1.88 1.90 1.86 

O3O3O3O3----tyr108(HH)tyr108(HH)tyr108(HH)tyr108(HH)    1.76 1.75 1.75 

O4O4O4O4----arg116(HH12)arg116(HH12)arg116(HH12)arg116(HH12)    1.87 1.86 1.87 

O6O6O6O6----cys75(H)cys75(H)cys75(H)cys75(H)    1.99 1.96 1.91 

Arg90(HH11)Arg90(HH11)Arg90(HH11)Arg90(HH11)----glu78(OE1)glu78(OE1)glu78(OE1)glu78(OE1)    3.69 3.64 1.85 

Table 3.Table 3.Table 3.Table 3.3333. Relevant geometrical parameters of chorismate, transiti. Relevant geometrical parameters of chorismate, transiti. Relevant geometrical parameters of chorismate, transiti. Relevant geometrical parameters of chorismate, transition states, and prephenate complexed with on states, and prephenate complexed with on states, and prephenate complexed with on states, and prephenate complexed with 

the enzyme (Å).the enzyme (Å).the enzyme (Å).the enzyme (Å).    

 

It can be seen that the enzyme locks the chorismate, transition state, and prephenate in its active 

site by making strong contacts with the relevant nearest residues. The strongest interactions are 

shown to be with residues glu78, arg90, arg7, tyr108, arg116, and cys75. It is important to remark 

that most distances between the substrate and these residues do not change significantly during 

the rearrangement. However, as can be seen from Table 3.3, H6-glu78(OE1) and O1-

arg90(HH22) hydrogen bond distances are the ones that get shorter (from 1.49 and 1.80 Å to 1.46 

and 1.74 Å, respectively) when going from the reactant to the transition state, consistently with its 

preferential electrostatic stabilization. Moreover, these two distances are longer in the product 

structures than in both reactant and transition state (1.49 and 1.80 Å in reactant and 1.54 and 

1.90 Å in product, respectively). This hydrogen bond weakening is related to the formation of an 

additional arg90(HH11)-glu78(OE1) hydrogen bond, which is present only in the product 

structure, as can be noted by comparing the arg90(HH11)-glu78(OE1) distances of 3.69 and 1.85 

Å in reactant and product, respectively. Finally, in Figure 3.8 we show the evolution of the reaction 

projected into the space spanned by the distances involved in the reaction coordinate. It is clear 

that the conversion is not symmetric, and also that the reaction takes place initially by increasing 

the C-O bond to reach the transition state with a subsequent decrease of the C-C bond to form 

the prephenate product. 
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Figure 3.Figure 3.Figure 3.Figure 3.8888. Evolution of the reaction projected into the C. Evolution of the reaction projected into the C. Evolution of the reaction projected into the C. Evolution of the reaction projected into the C----O distance and CO distance and CO distance and CO distance and C----C distance. The optiC distance. The optiC distance. The optiC distance. The optimized points mized points mized points mized points 

are depicted in red while the reaction coordinate is shown in blue. are depicted in red while the reaction coordinate is shown in blue. are depicted in red while the reaction coordinate is shown in blue. are depicted in red while the reaction coordinate is shown in blue.     

 

The simulations performed with the second choice of the QM subsystem, including the substrate 

plus the charged side chains glu78 and arg90, yield a chorismate-to-prephenate E∆ value of         

-30.6 kcal/mol, compared with -24.9 kcal/mol for the smaller QM subsystem. This is probably due 

to the fact that the hydrogen bond between arg90(HH11) and glu78(OE1) is stronger when these 

residues are treated quantum mechanically. The energy profile for these calculations is presented 

in Figure 3.6, and energetic results are also presented in Table 3.2. The computed activation 

energy is 4.3 kcal/mol, which is slightly lower than the previous value of 5.3 kcal/mol predicted for 

the smaller QM subsystem.  

A significant degree of charge transfer is observed between arg90 and O1, as can be seen by 

comparing the O1 Mulliken populations for the two choices of QM subsystem. The same effect is 

noted for the Mulliken populations of H6 and O6, due to charge transfer from glu78 (Table 3.4).  
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QM subsystem (QM subsystem (QM subsystem (QM subsystem (FigureFigureFigureFigure    3.3.3.3.2222))))    QM subsystem (QM subsystem (QM subsystem (QM subsystem (FigureFigureFigureFigure    3.3.3.3.3333))))        

ChorismateChorismateChorismateChorismate    TSTSTSTS    PrephenatePrephenatePrephenatePrephenate    ChorismateChorismateChorismateChorismate    TSTSTSTS    PrephenatePrephenatePrephenatePrephenate    

O1O1O1O1    -0.274 -0.372 -0.250 -0.228 -0.292 -0.148 

C3C3C3C3    0.236 0.330 0.184 0.276 0.332 0.198 

C1C1C1C1    0.158 0.190 0.256 0.160 0.196 0.258 

C7C7C7C7    0.370 0.398 0.366 0.370 0.380 0.360 

O6O6O6O6    -0.176 -0.172 -0.148 -0.156 -0.160 -0.120 

H6H6H6H6    0.052 0.062 0.028 -0.126 -0.128 -0.102 

glu78glu78glu78glu78    -1.0 -1.0 -1.0 -0.67 -0.63 -0.48 

arg90arg90arg90arg90    1.0 1.0 1.0 0.66 0.62 0.44 

substratesubstratesubstratesubstrate    -2.0 -2.0 -2.0 -1.99 -1.99 -1.96 

Table 3.Table 3.Table 3.Table 3.4444. Mulliken charges of relevant a. Mulliken charges of relevant a. Mulliken charges of relevant a. Mulliken charges of relevant atoms and groups complexed with the enzyme.toms and groups complexed with the enzyme.toms and groups complexed with the enzyme.toms and groups complexed with the enzyme.    

 

This is consistent with previous results obtained by Lee et al.14 Strong charge transfer effects 

between arg90 and glu78 are also observed, especially for the product structure where a 

hydrogen bond between them is present. For both QM subsystems, C3 and O1 Mulliken charges 

increase when going from reactant to transition state, consistently with the preferential 

electrostatic stabilization of the transition state. The smaller values for these charges in the 

product with respect to both reactant and transition state are probably related to the weakening of 

the hydrogen bonds with arg90(HH22) and glu78(OE1), due to the formation of the hydrogen 

bond between arg90(HH11) and glu78(OE1). Both charge transfer and polarization effects 

between the substrate and the residues arg90 and glu78 are operative when these residues are 

included in the QM subsystem. On the other hand, only polarization effects by the neighbor amino 

acids are considered when using the substrate as the QM subsystem. However, the activation 

energy computed with both choices of the QM charge subsystem is similar, suggesting that the 

catalytic activity of the enzyme is mainly related to substrate polarization effects. 

 

Free Energy Calculations 

Predictions based on the total potential energy may present flaws because motions in regions 

distant to the active site during pathway minimizations may significantly affect the energy profile. 

In this sense, calculating free energy profiles will yield much more meaningful results. However, 

obtaining free energy profiles require large configurational sampling, which is very expensive at 

the QM-MM level. 

We have tested a novel scheme for obtaining free energy profiles, employing the multiple steering 

molecular dynamics (MSMD) approach30 introduced in Chapter 2, for the conversion reaction of 

chorismate to prephenate discussed before. 
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For this well studied reaction, free energy profiles have been reported. Jorgensen and coworkers 

studied the environment effects of the reaction by using a combined (AM1) QM-MM MC/FEP 

method.18 Marti et al.10 calculated the free energy profile for the reaction in aqueous solution and 

in the enzyme, using an umbrella sampling AM1 scheme. Most of these studies agree that the 

enzyme reduces the activation free energy of the reaction by providing an environment which 

preferentially stabilizes the transition state. We present predictions of free energy profiles in an 

enzymatic system using the MSMD ideas proposed by Jarzynski, employing a QM-MM DFT 

Hamiltonian. 

The calculations have been performed employing again a solvated structure of the B. subtilis 

chorismate mutase (496 TIP3P water molecules were added centered on the active site). The 

total system included the 24 substrate atoms plus 7115 MM atoms. In order to obtain correct 

starting geometries, the system was equilibrated performing classical MD simulations using the 

Amber8 package,31 taking both chorismate and prephenate as solutes. The equilibration scheme 

was performed as follows: 

(1) Classical structural optimization in 3 procedure steps, only hydrogens, only waters and the 

whole system. 

(2) Classical thermalization to 300K; 100 ps with temperature gradient from 150 to 250 K and 100 

ps with temperature gradient from 250 to 300 K (dt = 1 fs), only the substrate plus a sphere of 15 

Å from it were allowed to move freely. 

(3) Classical MD simulation at 300 K using the Berendsen32 algorithm for 2.5 ns. 

From the last 2 ns of the classical simulation of chorismate and prephenate plus chorismate 

mutase, we collected 20 starting structures of each (40 total), for our multiple steering QM-MM 

simulations. Each of them was relaxed at the QM-MM level for 0.5 ps at 300 K using the 

Berendsen algorithm (10 fs of bath coupling constant) with a time step of 0.5 fs (deuterium was 

used for all hydrogen atoms). Only atoms within a sphere of 15 Å from the QM structure were 

allowed to move. 

All QM-MM calculations have been performed using the same basis set, functional, solute LJ 

parameters, and reaction coordinate as in the previous chorismate to prephenate calculations 

(Figure 3.2). These 20+20 QM-MM relaxed structures were used as starting points for the MSMD 

runs. The reaction coordinate has been changed from ξ = 1.8 Å to ξ = -1.8 Å for a set of 15+15 

QM-MM structures at a constant pulling speed of 2 Å/ps, and for another set of 5+5 QM-MM 

structures at constant speed of 1 Å/ps.33 A force constant of 200 kcal mol-1 Å-1 was used in all 

cases. In addition, the potential of mean force has been computed using an umbrella sampling 

scheme.34 A total of 12 windows simulations of 5 ps each have been employed, using as starting 

structures the snapshots of the constrained energy minimizations performed previously. 

The total simulation time corresponding to the MSMD simulations is 5500 hours for the set of 

15+15 QM-MM structures and pulling speed of of 2 Å/ps (30 runs of 4000 steps each of about 

2.75 minutes). The total simulation time of the umbrella sampling simulation is about the same (12 
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windows of 10000 steps each), corresponding to a total of 60 ps for both calculations. The MSMD 

simulations take the advantage that the initial configurations are statistically unrelated, since they 

were taken from a long classical MD simulation of the initial state. All calculations were performed 

on Pentium 4 IBM workstations. 

 

Results and Discussion 

In Figure 3.9 we show the values of accumulated work vs ξ for chorismate to prephenate 

conversion for the 20 trajectories. Also shown is the standard deviation of the work values. These 

data should be trusted from ξ = 1.8 to -0.5 Å, at which point σw > 3kBT.  

 

 

Figure 3.Figure 3.Figure 3.Figure 3.9999. Chorismate. Chorismate. Chorismate. Chorismate to prephenate work for the 20 runs (colored) and the standard deviation (thick black  to prephenate work for the 20 runs (colored) and the standard deviation (thick black  to prephenate work for the 20 runs (colored) and the standard deviation (thick black  to prephenate work for the 20 runs (colored) and the standard deviation (thick black 

line).line).line).line).    

 

Figure 3.10 has the same data starting at the prephenate side of the reaction. These data are 

good only from ξ = -1.8 to +0.5 Å. 
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Figure 3Figure 3Figure 3Figure 3....10101010....    Prephenate to chorismate work for the 20 runs (colored) and the standard deviation (thick black Prephenate to chorismate work for the 20 runs (colored) and the standard deviation (thick black Prephenate to chorismate work for the 20 runs (colored) and the standard deviation (thick black Prephenate to chorismate work for the 20 runs (colored) and the standard deviation (thick black 

line).line).line).line).    

 

Figure 3.11, in red, shows the Jarzynski estimator for the free energy of set 1 (15+15 structures, 

pulling speed of 2 Å/ps) according to the Jarzynski estimator (see Chapter 2). In green, we 

present the same results for set 2 (5+5 structures, pulling speed of 1 Å/ps). They both have been 

obtained by joining the forward and reverse free energies curves obtained by exponential 

averaging of work from Figure 3.9 and Figure 3.10, respectively. 
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Figure 3.Figure 3.Figure 3.Figure 3.11111111. Free energy profile from chorismate (. Free energy profile from chorismate (. Free energy profile from chorismate (. Free energy profile from chorismate (ξξξξ    ≈≈≈≈ 1.75 Å) to prephenate (1.75 Å) to prephenate (1.75 Å) to prephenate (1.75 Å) to prephenate (ξξξξ    ≈≈≈≈ -1.75 Å), calcul1.75 Å), calcul1.75 Å), calcul1.75 Å), calculated using ated using ated using ated using 

Jarzynski’s equality both forward and reverse data are used) for set 1 (red), for set 2 (green), and for Jarzynski’s equality both forward and reverse data are used) for set 1 (red), for set 2 (green), and for Jarzynski’s equality both forward and reverse data are used) for set 1 (red), for set 2 (green), and for Jarzynski’s equality both forward and reverse data are used) for set 1 (red), for set 2 (green), and for 

umbrella sampling scheme (blue).umbrella sampling scheme (blue).umbrella sampling scheme (blue).umbrella sampling scheme (blue).    

 

We can conclude that the different pulling velocities do not change quantitatively the G≠∆ values 

obtained. Although our G≠∆ values are lower compared to the experimental ones, (7.7 kcal/mol 

vs. 15 kcal/mol) due to flaws in our DFT description,29 the calculated entropic effect is negative, in 

agreement with the experimental value (-9.1 eu).7 Previous calculation of the entropic effect for 

this reaction in reference 10 computes the wrong sign. In addition, the potential of mean force has 

been computed using an umbrella sampling scheme, for comparison. The blue curve in Figure 

3.11 presents the umbrella sampling data, in perfect agreement with the MSMD estimator, but 

computed in a much less straightforward way. 

 

In Figure 3.12 we show the evolution of the runs from chorismate to prephenate (left) projected 

into the C-O distance and C-C distance and from prephenate to chorismate (right). As it can be 

seen, the dynamics samples mainly around minimum energy path (also shown). However, it is 

evident in Figure 3.12 that there are also a significant number of trajectories that deviate strongly 

from the minimum energy path and do not form product. Is there something wrong with these 
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trajectories? By analyzing these trajectories, it can be seen that they correspond to an alternative 

reaction, yielding enol-pyruvate and para hydroxy-benzoic acid (Figure 3.13). It is interesting to 

remark that this reaction is catalyzed by a related enzyme, the chorismate lyase.35 

 

 

Figure 3.Figure 3.Figure 3.Figure 3.12121212. Evolution of the 20 runs from chorismate to prephenate projected into the C. Evolution of the 20 runs from chorismate to prephenate projected into the C. Evolution of the 20 runs from chorismate to prephenate projected into the C. Evolution of the 20 runs from chorismate to prephenate projected into the C----O distance and CO distance and CO distance and CO distance and C----C C C C 

distance (left). Evolution of the 20 runs from prephenate to chorismatdistance (left). Evolution of the 20 runs from prephenate to chorismatdistance (left). Evolution of the 20 runs from prephenate to chorismatdistance (left). Evolution of the 20 runs from prephenate to chorismate projected into the Ce projected into the Ce projected into the Ce projected into the C----O distance and O distance and O distance and O distance and 

CCCC----C distance (right). The minimum energy path projection is also shown in black.C distance (right). The minimum energy path projection is also shown in black.C distance (right). The minimum energy path projection is also shown in black.C distance (right). The minimum energy path projection is also shown in black.    

 

 

Figure 3.Figure 3.Figure 3.Figure 3.13131313. Structure of the enol piruvate plus para. Structure of the enol piruvate plus para. Structure of the enol piruvate plus para. Structure of the enol piruvate plus para----hydroxyhydroxyhydroxyhydroxy----benzoic acid, product formed in some of the benzoic acid, product formed in some of the benzoic acid, product formed in some of the benzoic acid, product formed in some of the 

tratratratrajectories.jectories.jectories.jectories.    
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Conclusions 

In this chapter we have validated our own QM-MM scheme by performing calculations of the 

conversion of chorismate to prephenate in aqueous solution and in the active site of B. subtilis 

chorismate mutase enzyme. We have predicted a catalytic activity in the enzyme environment 

with respect to the uncatalyzed solution reaction, reflected in an activation energy difference 

( )E ≠∆ ∆  of 8.5 kcal/mol ( 61.56 10cat uncatk k = x ). This value agrees very well with the 

experimental value of 8 kcal/mol ( 56.73 10cat uncatk k = x ). The catalytic activity achieved by the 

enzyme in comparison with the aqueous solution reaction is mainly due to both a major 

electrostatic stabilization of the transition state by the enzyme and a minor steric compression and 

hence destabilization of the substrate, reducing the activation energy of the reaction. 

Moreover, we have computed the free energy profile for this reaction employing the MSMD 

approach. Our predicted G≠∆  value is approximately of 7.7 kcal/mol and the calculated entropic 

effect is negative (-9.0 e.u.), in agreement with the experimental value (-9.1 e.u.).  

We can conclude that our QM-MM implementation is capable of providing insight in chemical 

processes in complex environments. Moreover, due to the computational efficiency of our 

implementation, we have been able to obtain for the first time QM-MM free energy profiles at the 

DFT level.36 
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Chapter 4: NO Detoxification Reaction Catalyzed by Truncated 

Hemoglobin N 

 

Introduction 

Mycobacterium tuberculosis is the causative agent of human tuberculosis, a disease which infects 

about one-third of the human population and which causes more than a million deaths per year. 

Most of those who are infected live in third world countries, where the chances to survive are 

slim.1 In healthy individuals, the infection is contained by the immune system, which forces the 

bacteria into dormancy. It has been reported that nitric oxide and related species are produced in 

the macrophages during the initial growth infection stage, and may be involved in restricting the 

bacteria in latency.2 Both endogenous and exogenous NO have been shown to inhibit the 

development of parasites, such as Trypanosome, Leishmania, Plasmodium, and Toxoplasma,3,4 

probably due to the inactivation of parasite cystein proteases, and/or other key enzymes. 

 

The toxic effects of NO can be reduced or even eliminated by the development of resistance 

mechanisms in microorganisms. One of such mechanisms consists in the oxidation of nitric oxide 

with heme bound O2 to yield the innocuous nitrate ion, equation (4.1). This mechanism has been 

found to be operative in bacteria and yeast containing flavohemoglobins.5,6 The same reaction 

has been implicated in vertebrate myoglobin and hemoglobin7,8 and has been proposed to play an 

important role in the physiology of the recently discovered neuroglobin and cytoglobin heme 

proteins.9,10 

 -

2 3Fe(II)O  + NO    Fe(III) + NO→  (4.1) 

M. tuberculosis has been found to encode small heme proteins, referred to as truncated 

hemoglobins (trHb), which have been proposed to provide protection of bacilli against NO.11 

These proteins are widely distributed in bacteria, unicellular eukaryotes and higher plants, and 

constitute a distinct group within the hemoglobin superfamily.12 Thus, they all show very low 

amino acid sequence homology to vertebrate and non-vertebrate Hbs, with sequence identities 

<15%.13 The typical tertiary structure of trHb is based on a two-over-two helical sandwich,14,15 

compared with the three-over-three helical sandwich of the classical Hb fold. The proximal HisF8 

heme linked residue is conserved throughout the Hb and trHb families. The main stabilizing 

residue in the distal cavity of trHb is typically TyrB10.14 Two different truncated hemoglobins, 

known as trHbO and trHBN,11 are produced by M. tuberculosis. While trHbO is expressed during 

the growth phase, trHbN expression is enhanced during the stationary phase.11 Recent results 

from the Bolognesi and Guertin's groups show that trHbN appears to be better suited for 

performing NO/O2 chemistry, and that it actively detoxifies NO, yielding the innocuous nitrate as 
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product.14-19 X-ray trHbs structures reveal that trHbN host a tunnel/cavity system connecting the 

heme moiety with the exterior,11,18 whose function is probably associated to controlling the ligand 

diffusion/storage properties. Moreover, it has been shown that these proteins can bind Xe atoms 

in the crystalline state, and that the Xe atoms map along the tunnel cavity system.16 

 

In order to shed light on the molecular basis for the NO scavenging reaction of oxygenated trHbN 

from M. tuberculosis, we have performed classical molecular dynamics (MD) and hybrid quantum-

classical (QM-MM) calculations. To this end, attention has been paid to both the intrinsic 

fluctuations of the protein and to the details of the heme-controlled oxidation of NO to gain insight 

into several fundamental issues on the enzyme mechanism. First, how is the channel designed to 

ensure fast entry of NO into the distal cavity, and how do thermal fluctuations affect its structure? 

Second, which are the key structural determinants for achieving the large oxygen affinity 

necessary to guarantee efficient detoxification in hypoxic environments? Thirdly, which are the 

main determinants for protein catalysis in the reaction of noncovalently bound NO with the 

Fe(II)O2 moiety to yield nitrate? Fourthly, how can we characterize the factors controlling diatomic 

ligand diffusion through the tunnel system    in trHbN? and finally, which is the mechanism for 

selective/distinct migration of O2 and NO to the heme to achieve the most efficient NO 

detoxification? 

 

Methods 

Classical Molecular Dynamics 

Simulations were performed starting from the crystal structure of wild-type oxy-trHbN, at 1.9 Å 

resolution (PDB entry 1idr).15 The reported structure is homodimeric, but taking into account the 

fact that the interface area between the two trHb chains is small,14 we have performed simulations 

only for the A subunit. The system was immersed in a preequilibrated box of TIP3P water 

molecules of about 60.0 x 50.0 x 70.0 Å.20 Water molecules located at less than 2.4 Å from any 

atom of the protein were removed. Three Na+ atoms were added to neutralize the system. The 

final system contains the model protein, 7176 water molecules and the added ions, leading to a 

total of 23518 atoms. Simulations were performed in the NPT ensemble. The system was 

simulated employing periodic boundary conditions and Ewald sums21 for treating long range 

electrostatic interactions. The optimized system was then heated and equilibrated in three steps:  

(i) 100 ps of MD heating the whole system from 100 to 200 K. 

(ii) heating of the entire system from 200 to 298 K for 100 ps. 

(iii) equilibration of the entire system for 400 ps at 298 K. 
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The equilibrated structure was the starting point of a 10 ns MD simulation at constant temperature 

(298 K). SHAKE was used to keep bonds involving H atoms at their equilibrium length.22 This 

allowed us to employ a 2 fs time step for the integration of Newton's equations. Amber9923 and 

TIP3P20 force fields were used to describe the protein and water, respectively. The oxygenated 

heme model system charges were determined using RESP24 charges and HF/6-31G(d) wave 

functions following the protocol recommended in the Amber web page. The van der Waals 

parameters were taken from Amber99. Even if the presence of the transition metal introduces an 

additional challenge in the simulation, MD simulations are now commonly applied for the 

investigation of metalloproteins.25 Frames were collected at 1 ps intervals, giving rise to a total of 

104 frames, which were subsequently used to analyze the trajectory. 

Finally, a 10 ns MD simulation at constant temperature (298 K) was performed for the deoxy form 

of the trHbN, employing the same protocol as described before, where the O2 molecule was 

removed from the initial structure. 

Cavity Calculations 

The cavity of the ligand diffusion tunnel was determined using the SURFNET protocol as 

developed by Laskowski.26 The shape of the cavity was determined by defining a regular grid of 

0.2 Å spacing, where each grid point was assigned a value of 1 (inside the cavity) or 0 (outside 

the cavity), depending on its accessibility. The 3D matrices defined by the grids were then used to 

define the accessible volume. 

 

Classical Molecular Interaction Potential (cMIP) 

cMIP calculations were used to locate nitric oxide molecules in hidden regions of the protein, as 

well as to determine the ability of the protein to interact with NO. For this purpose, cMIP27 

calculations were carried out using NO as probe. The origin of the grid was located at the center 

of the active site (heme group), and a spacing of 0.35 Å was used. The grid was extended long 

enough to cover the whole channel (approximately 30 Å). A polar grid of 20 degrees was used to 

study the different orientations of the probe molecule in a given grid element. 

 

Essential Dynamics 

The set of structures collected along the 10 ns MD simulation were used to explore the dynamical 

behavior of the protein. To this end, residues 1-15, which form the N-terminal domain, were 

excluded, since this region was found to be quite flexible (see below), but does not contribute to 

the structure of the trHb fold nor to the definition of the ligand diffusion tunnel. Then, all the 

backbone atoms in the rest of the residues were retained and used to superpose the sampled 

structures. These structures were subsequently used to determine the essential motions, that is, 
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the structural changes that explain more conformational variability in the dynamics of the protein 

skeleton along the trajectory. To this end, covariance matrices were built up and diagonalized. 

The eigenvectors define the type of essential motions, and the associated eigenvalues determine 

how much of the positional variance in the trajectory is explained by each eigenvector.28-31  

 

QM-MM Calculations 

QM-MM calculations32-37 were carried out to explore the effect of protein (and solvent) 

environment on O2 binding and in the NO oxidation. There are several QM-MM schemes 

available, differing mainly in the electronic structure level treatment of the QM subsystem and the 

force field implemented. Here we employ our own QM-MM implementation where the QM 

subsystem is treated at the DFT level using the SIESTA implementation.38 The SIESTA method 

has shown an excellent performance for medium and large systems, and has also proved to be 

appropriate for biomolecules, and specifically for heme models.39 The use of standard norm-

conserving pseudopotentials40 avoids the computation of core electrons, smoothing at the same 

time the valence charge density, as described in Chapter 2. In the present study, the nonlinear 

partial-core correction41 is applied to the iron atom. For all atoms, basis sets of double plus 

polarization quality were employed, with a pseudoatomic orbital energy shift of 30 meV and a grid 

cutoff of 150 Ry.38,39 Calculations were performed using the generalized gradient approximation 

functional proposed by Perdew, Burke and Ernzerhof.42 This combination of functional, basis sets, 

and grid parameters has been already validated for heme models.39 The classical subsystem was 

treated using the Amber99 force field parametrization.23 

 

The initial structure for QM-MM calculations was taken from a selected snapshot collected along 

the classical MD simulation. The NO molecule, which was not considered in the classical MD 

system, was added at high affinity sites determined from CMIP calculations, close to the heme 

active site. Since our QM-MM code cannot manage periodic boundary conditions, we solvated 

this structure with a cap of 7490 water molecules. This structure was thermalized at 300 K. Then 

the system was cooled down slowly to 0 K, and subsequently optimized using Amber99. We have 

selected the iron porphyrinate plus the NO and O2 ligands and the axial histidine as the quantum 

subsystem. The rest of the protein and the water molecules were treated classically. The final 

system consisted of 50 QM atoms and 24411 MM atoms. We allowed free motion for QM atoms 

and for the 809 MM atoms located inside a sphere of 13.5 Å from the QM subsystem center of 

mass. The frontier between the QM and MM portions of the system was treated by the SPLAM 

method as described in Chapter 2.43,44 Link atoms were used in the proximal histidine to separate 

the QM treated imidazole ring from the peptidic backbone. The ferrous unbound pentacoordinated 

heme group isolated or in the protein was treated as a high spin (HS) quintuplet state, which is 

known to be the ground state for this system.45,46 The ferrous O2 complex was treated as a low 
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spin singlet state, which is known to be the ground state.45,46 All species involved in reaction (4.1) 

were treated in the low spin doublet and high spin quartet states. More technical details about the 

QM-MM implementation can be found elsewhere.47 

 

Ligand affinities (∆EL) were calculated using equation (4.2), where EEnz-L is the energy of the 

ligand bound enzyme, EEnz is the energy of the ligand free enzyme and EL is the energy of the 

isolated ligand: 

 
L Enz L L Enz
E E E E−∆ = − −  (4.2) 

The reaction intermediates formed in the oxidation process of NO to nitrate anion were fully 

optimized without imposing any constraints. For the model systems used in calculations in 

vacuum, the minimum energy nature of the stationary points was subsequently verified by normal 

mode analysis. Obtaining accurate free energy profiles requires an extensive sampling, which is 

computationally very expensive and difficult to achieve at the DFT QM-MM level. For these 

reasons potential energy profiles were determined using restrained energy minimizations along 

the reaction path that connects reactant, intermediate and product states, as described in Chapter 

2. This procedure, which has provided valuable information in previous QM-MM reaction paths 

calculations,47 is used here to obtain qualitative insight into the effect of the protein environment, 

and particularly on the role played by Tyr33 by comparing the energy profiles obtained for the wild 

type enzyme and the Tyr33 → Phe mutant. For this purpose, an additional term was added to the 

potential energy according to V(ξ) = k (ξ - ξ0)
2, where k is an adjustable force constant, 200 

kcal/(molÅ2), ξ is the value of the reaction coordinate in the system particular configuration and ξ0 

is the reference value of the reaction coordinate (see below for the choice of the reaction 

coordinate in the different reactions). Varying ξ0, the system is forced to follow the minimum 

reaction path along the given coordinate.  

 

Classical Free Energy Profiles 

In order to study in detail the properties of the tunnel cavity systems in trHb N from M. 

tuberculosis, we have calculated the diffusion free energy profiles for a diatomic neutral ligand 

along the tunnels for the oxy and free protein. The free energy profile was constructed by 

performing constant velocity MSMD runs, using Jarzynski’s expression, as described in Chapter 

2.48 This technique has already been successfully applied to the study of enzyme catalysis 

studies (see Chapter 3).49  

In the present study, the chosen reaction coordinate λ was chosen as the iron-ligand distance. 

The force constant used was 200 kcal mol-1 Å-1. The pulling velocities used were 0.05 Å/ps and 

0.1 Å/ps. To reconstruct the free energy profile of diffusion of the ligand along the tunnels, the 

following sets of MSMD runs were performed: starting from equilibrated MD structures with λ(t=0) 
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corresponding with the ligand in distal pocket, the crystallographic Xe-binding sites and the ligand 

outside the tunnels, 10 MSMD runs were performed in each direction (forward/exit and 

backward/entry) for each of the two pulling velocities. In cases in which two overlapping profiles 

were obtained (from entry and exit sets), we confirmed that both of them matched.  

In order to asses the difference in the ligand entry/exit into the channel due to Phe62 

conformations, the free energy profile for the opening/closing transition of Phe62 was calculated 

using umbrella-sampling techniques50 with and without oxygen, using the Phe62 Cα-Cβ dihedral 

angle as distinguished coordinate and a set of 12 windows of 1 ns each (see Chapter 2). 

 

Results and Discussion 

Structural flexibility of the protein 

The trHbN protein exhibits the characteristic structural features of the trHb fold, mainly based on 

the B, E, G and H α-helices of the classical globin fold (see Figure 4.1).14 However, comparison 

with the sperm whale myoglobin indicates that only 54 Cα pairs can be matched to trHbN, with a 

root-mean square deviation of 2.1 Å,51 which indicates the existence of notable structural 

deviations. Among the features of the trHb fold that deviate from the classical globin fold, it can be 

noticed the presence of an extended loop substituting for most of the F-helix, the deletion of the 

A-helix, which is reduced to a one-turn A-helix tying the N-terminal region to the protein core, and 

a 12-residue insertion (pre-A region) at the trHbN terminus, which protrudes from the compact 

protein fold (see Figure 4.1).14,15 
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Figure 4.Figure 4.Figure 4.Figure 4.1111. Ribbon representation of the structural elements that form the . Ribbon representation of the structural elements that form the . Ribbon representation of the structural elements that form the . Ribbon representation of the structural elements that form the trHbtrHbtrHbtrHb fold. fold. fold. fold.    

 

MD calculations for the native protein in aqueous solution provide a stable trajectory for the 10 ns 

simulation time, as can be seen by inspecting the fluctuations in both the potential energy and the 

positional root-mean square deviation (RMSD; computed using the subunit A of the crystal 

structure of 1idr as the reference structure) determined for the heavy atoms in the protein along 

the simulation (Figure 4.2). It is worth noting that a large fraction of the structural flexibility stems 

from the N-terminal (residues 1-15) region, whose RMSD (around 2.6 Å) accounts for most of the 
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total protein RMSD (see Figure 4.2). This enhanced flexibility can be realized from the lack of the 

elongated α-helix expected in a conventional Hb fold, the protrusion of the N-terminal region from 

the protein core, and the favorable hydration of the highly polar sequence motif in the 6-11 (Arg-

Leu-Arg-Lys-Arg-Glu) pre-A region. In contrast, the main fold of the protein core (residues 16-

127), which comprises the heme active site, is well preserved and exhibits smaller RMSD values 

(around 1.6 Å).  

 

 

Figure 4.Figure 4.Figure 4.Figure 4.2222. . . . Time evolution of the RMSD (Å) of the trHbN protein (blue), the NTime evolution of the RMSD (Å) of the trHbN protein (blue), the NTime evolution of the RMSD (Å) of the trHbN protein (blue), the NTime evolution of the RMSD (Å) of the trHbN protein (blue), the N----terminal regterminal regterminal regterminal region (residues 1ion (residues 1ion (residues 1ion (residues 1----15; 15; 15; 15; 

black) and the protein core (green), which includes the heme active site, as well as the total potential energy black) and the protein core (green), which includes the heme active site, as well as the total potential energy black) and the protein core (green), which includes the heme active site, as well as the total potential energy black) and the protein core (green), which includes the heme active site, as well as the total potential energy 

of the entire system (kcal/mol; red).of the entire system (kcal/mol; red).of the entire system (kcal/mol; red).of the entire system (kcal/mol; red).    

 

To gain insight into the dynamical behavior of trHbN, the essential motions of the protein core 

were examined by diagonalizing the positional covariance matrix determined for the backbone 

atoms. The calculated eigenvalues decrease in magnitude smoothly, thus indicating that a variety 

of motions determine the structural flexibility of the protein backbone, as noted previously for 

other proteins.51-55 Thus, near 44% of the backbone conformational flexibility is accounted for 

when the ten principal components are considered, and only the first three normal motions 

contribute separately more than 5% to the structural variance of the backbone. The first essential 

movement (8% of structural variance) mainly involves the relative motion of the B and E helices 

(see Figure 4.3). The second principal motion (7.3%) mostly affects helix C and the hinge regions 

between E-F and F-G helices. Finally, the third component (6.4%) involves fluctuations in the 

hinge region between B and C helices, as well as displacements in B, G and H helices. Overall, 
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these results indicate that the backbone fluctuations in trHbN arise from a complex interplay of 

movements which involve the different secondary structure elements. 

 

 

Figure 4.Figure 4.Figure 4.Figure 4.3333. Ribbon representation of the structural displacement . Ribbon representation of the structural displacement . Ribbon representation of the structural displacement . Ribbon representation of the structural displacement of B and Eof B and Eof B and Eof B and E    helices in trHbN originated from helices in trHbN originated from helices in trHbN originated from helices in trHbN originated from 

the first essential motion of the protein core backbone. The the first essential motion of the protein core backbone. The the first essential motion of the protein core backbone. The the first essential motion of the protein core backbone. The figure figure figure figure represents the average backbone represents the average backbone represents the average backbone represents the average backbone 

structure of the protein core (black), as well as those structures (red and blue) corresponding to the structure of the protein core (black), as well as those structures (red and blue) corresponding to the structure of the protein core (black), as well as those structures (red and blue) corresponding to the structure of the protein core (black), as well as those structures (red and blue) corresponding to the 

maximum dmaximum dmaximum dmaximum displacements along the first essential movement.isplacements along the first essential movement.isplacements along the first essential movement.isplacements along the first essential movement.    

 

As noted by Bolognesi and co-workers,14,15 one of the most striking features in trHbN is the 

presence of an almost continuous tunnel through the protein matrix that connects the heme distal 

pocket to the protein surface at two distinct sites. The tunnel is composed by two orthogonal 

branches (Figure 4.4), stretching around 20 and 8 Å, respectively, from the access sites to the 

heme ligand site. The inner surface of the largest tunnel branch is mainly defined by apolar 

residues pertaining to the B (Ile19, Ala24, Ile25, Val28, Val29, Phe32) and E (Phe62, Ala63, 
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Leu66) helices. For the shortest branch, it also involves apolar residues in G (Ala95, Leu98) and 

H (Leu116, Ile119) helices. 

 

 

Figure 4.Figure 4.Figure 4.Figure 4.4444. . . . XXXX----ray crystal structure ray crystal structure ray crystal structure ray crystal structure of oxyof oxyof oxyof oxy----trHbN trHbN trHbN trHbN used in simulationsused in simulationsused in simulationsused in simulations,,,, showing the label showing the label showing the label showing the labelssss of the helices, the  of the helices, the  of the helices, the  of the helices, the 

location of the heme grouplocation of the heme grouplocation of the heme grouplocation of the heme group (green) (green) (green) (green) and the  and the  and the  and the two branches of the two branches of the two branches of the two branches of the tutututunnel systemnnel systemnnel systemnnel system (blue mesh) (blue mesh) (blue mesh) (blue mesh). . . . The long branch The long branch The long branch The long branch 

((((≈≈≈≈20 20 20 20 Å long)Å long)Å long)Å long) is  is  is  is horizontal in the figure, and can be seen as roughly perpendicular tohorizontal in the figure, and can be seen as roughly perpendicular tohorizontal in the figure, and can be seen as roughly perpendicular tohorizontal in the figure, and can be seen as roughly perpendicular to the heme  the heme  the heme  the heme distal face. distal face. distal face. distal face. 

TTTThe short branch (he short branch (he short branch (he short branch (≈≈≈≈8 8 8 8 Å long)Å long)Å long)Å long) lies  lies  lies  lies roughly roughly roughly roughly parallel to the heme plane, parallel to the heme plane, parallel to the heme plane, parallel to the heme plane, accessing the heme distal site pocketaccessing the heme distal site pocketaccessing the heme distal site pocketaccessing the heme distal site pocket    

from the inner part of the heme crevicefrom the inner part of the heme crevicefrom the inner part of the heme crevicefrom the inner part of the heme crevice....    

 

Inspection of the fluctuations experienced by those residues along the simulation revealed that 

the opening of the passage through the tunnel is mainly controlled by Phe62, a residue which lies 

close to Phe32 and Leu98. In fact, the analysis of the MD simulation showed that Phe62 

populates two main conformations, which are characterized by average torsional angles around 

the Cα-Cβ  bond of about 40 and -50 degrees (Figure 4.5). Interestingly, Milani et al.
15 have 

pointed out that this residue is also observed in two alternate conformations differing by ≈63 

degrees by rotation around the Cα-Cβ  bond in the X-ray crystallographic structure. When the Cα-

Cβ torsional angle is close to 40 degrees, which is the most populated conformation sampled 

along the trajectory, there is no apparent restriction to the conformational flexibility around the Cβ -
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Cγ  bond (see Figure 4.5). However, when the Cα-Cβ dihedral angle is close to -50 degrees, the 

conformational flexibility around the Cβ -Cγ bond is more restricted, which can be attributed to 

unfavorable contacts with Ile25 and Ile119. 

 

 

Figure 4.Figure 4.Figure 4.Figure 4.5555. Time evolution of the Phe62 C. Time evolution of the Phe62 C. Time evolution of the Phe62 C. Time evolution of the Phe62 Cαααα----CCCCββββ (blue line) and C (blue line) and C (blue line) and C (blue line) and Cββββ----CCCCγγγγ (red line) dihedral angles. (red line) dihedral angles. (red line) dihedral angles. (red line) dihedral angles.    

 

The analysis of the MD trajectory also revealed that the adoption of two different conformations 

around the Cα-Cβ torsional angle of Phe62 is crucial for the opening of the channel leading to the 

active site. Thus, when the torsion around the Cα-Cβ bond is ≈40 degrees, the phenyl ring of 

Phe62 enters the ligand diffusion tunnel and impedes the access of the ligand to the active site. 

However, when the dihedral angle around the Cα-Cβ bond changes from ≈40 degrees to ≈-50 

degrees, the benzene ring roughly lies parallel to the axis of the tunnel and there is a drastic 

reduction in the steric hindrance for the ligand diffusion through the tunnel. This is reflected in the 

distance from Phe62 to Phe32, which is generally in the range 3-5 Å in the former conformation, 

but increases up to 9 Å when such a conformational change takes place (see Figure 4.6). These 

two conformational states might, therefore, be associated to closed and open states of the 

channel (see Figure 4.7). In the closed conformation the tunnel volume amounts, on average, to 

≈350 Å3, which is similar to the value obtained for the X-ray crystallographic structure.15 The 

transition from the closed state to the open one is associated to an increase in the tunnel volume, 

which amounts on average to ≈78 Å3, a value somewhat smaller than the range of van der Waals 

volumes typically assigned to methylbenzene (from 95 to 102 Å3).56 On the other hand, such a 

conformational transition increases the width of the tunnel, which is found to reach values up to    

≈ 3.4 Å as determined from the shortest contact distance between the van der Waals surfaces of 

the residues that define the bottleneck of the tunnel. 
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Figure 4.Figure 4.Figure 4.Figure 4.6666. Time evolution of the Phe62 C. Time evolution of the Phe62 C. Time evolution of the Phe62 C. Time evolution of the Phe62 Cαααα----CCCCββββ dihedral angle (red line), and of the distances from (top)  dihedral angle (red line), and of the distances from (top)  dihedral angle (red line), and of the distances from (top)  dihedral angle (red line), and of the distances from (top) 

Phe62 and Phe32 (blue line; measured from atom HZ in Phe62 to atom HE21 in Phe32) and (bottom) Phe62 Phe62 and Phe32 (blue line; measured from atom HZ in Phe62 to atom HE21 in Phe32) and (bottom) Phe62 Phe62 and Phe32 (blue line; measured from atom HZ in Phe62 to atom HE21 in Phe32) and (bottom) Phe62 Phe62 and Phe32 (blue line; measured from atom HZ in Phe62 to atom HE21 in Phe32) and (bottom) Phe62 

and Leu98 (blue line; measured from atom HZ in Phe62 to and Leu98 (blue line; measured from atom HZ in Phe62 to and Leu98 (blue line; measured from atom HZ in Phe62 to and Leu98 (blue line; measured from atom HZ in Phe62 to atom HD21 in Leu98).atom HD21 in Leu98).atom HD21 in Leu98).atom HD21 in Leu98).    
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Figure 4.Figure 4.Figure 4.Figure 4.7777. Diatomic ligand access to the heme group in trHbN.. Diatomic ligand access to the heme group in trHbN.. Diatomic ligand access to the heme group in trHbN.. Diatomic ligand access to the heme group in trHbN.    Conformational change ofConformational change ofConformational change ofConformational change of    PhePhePhePhe62626262    ((((orange) orange) orange) orange) 

side chain along the side chain along the side chain along the side chain along the CCCCαααα----CCCCββββ    dihedral angle dihedral angle dihedral angle dihedral angle leading to leading to leading to leading to openopenopenopen and  and  and  and closedclosedclosedclosed states viewed along the tunnel long states viewed along the tunnel long states viewed along the tunnel long states viewed along the tunnel long    

branch leading to the heme (green) in oxybranch leading to the heme (green) in oxybranch leading to the heme (green) in oxybranch leading to the heme (green) in oxy----trHbNtrHbNtrHbNtrHbN. The residues that define the bottleneck to ligand migration . The residues that define the bottleneck to ligand migration . The residues that define the bottleneck to ligand migration . The residues that define the bottleneck to ligand migration 

(Phe(Phe(Phe(Phe32323232, Leu, Leu, Leu, Leu98989898; blue) in the ; blue) in the ; blue) in the ; blue) in the closedclosedclosedclosed state are also shown. state are also shown. state are also shown. state are also shown.    

 

The finding that the adoption of the two conformations around the Cα-Cβ bond leads to open and 

closed configurations was further verified by delineating the channel by using 3D grids defined 

according to Laskowski's method (Figure 4.8).26 For the open conformation, the surface of the 

channel leading from the heme group to the outer space is well defined, without discontinuities. 

Moreover, it clearly shows that the adoption of the open conformation leads to opening of the two 

branches of the tunnel leading to the heme binding site. In contrast, the walls of the cavity are 

broken in those snapshots where Phe62 adopts a closed conformation (Figure 4.8).  
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Figure 4.Figure 4.Figure 4.Figure 4.8888. Representation of the ligand diffusion tunnel in trHbN. (a) and (b) correspond to v. Representation of the ligand diffusion tunnel in trHbN. (a) and (b) correspond to v. Representation of the ligand diffusion tunnel in trHbN. (a) and (b) correspond to v. Representation of the ligand diffusion tunnel in trHbN. (a) and (b) correspond to views of the iews of the iews of the iews of the 

largest branch of the tunnel in the open and closed channel conformations, respectively, whereas (c) and (d) largest branch of the tunnel in the open and closed channel conformations, respectively, whereas (c) and (d) largest branch of the tunnel in the open and closed channel conformations, respectively, whereas (c) and (d) largest branch of the tunnel in the open and closed channel conformations, respectively, whereas (c) and (d) 

show the corresponding views for the shortest branch of the tunnel in the open and closed conformations.show the corresponding views for the shortest branch of the tunnel in the open and closed conformations.show the corresponding views for the shortest branch of the tunnel in the open and closed conformations.show the corresponding views for the shortest branch of the tunnel in the open and closed conformations.    
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Similar findings can be obtained from inspection of the isocontour plots determined from CMIP 

calculations for the interaction of a NO probe with the protein. Calculations performed for both 

open and closed states of the protein reveal  the existence of a favorable interaction energy 

region in the distal side of the heme group, located between the iron atom and Tyr33 (Figure 4.9). 

Such a region also protrudes towards the intersection of the two tunnel branches, thus occupying 

a space in the cavity that coincides with one of the secondary Xe binding sites recently found by 

Bolognesi´s group upon treatment of trHbN crystals under Xe pressure.16 There is, however, a 

fundamental difference in the isocontour plots determined for the open and closed conformations 

of the protein. When the protein adopts an open conformation (see Figure 4.9, top), there is a 

continuous energy isocontour that delineates the channel leading from the tunnel entrance to the 

heme binding site. In contrast, for those structures corresponding to the closed state, such an 

energy isocontour is broken due to the phenyl ring of Phe62, which enters the long branch of the 

tunnel (see Figure 4.9, bottom). In this latter case, it is worth noting the existence of a favorable 

interaction energy region located in the tunnel long branch facing the Phe62 benzene ring, which 

is also in agreement with the main Xe binding site recently identified by Bolognesi et al.16 
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Figure 4.Figure 4.Figure 4.Figure 4.9999....    Isocontour plots corresponding to the interaction energy between the NO probe and the protein Isocontour plots corresponding to the interaction energy between the NO probe and the protein Isocontour plots corresponding to the interaction energy between the NO probe and the protein Isocontour plots corresponding to the interaction energy between the NO probe and the protein 

determined from classical molecular interaction potential (CMIP) calculations for selected snapshots determined from classical molecular interaction potential (CMIP) calculations for selected snapshots determined from classical molecular interaction potential (CMIP) calculations for selected snapshots determined from classical molecular interaction potential (CMIP) calculations for selected snapshots 

representative orepresentative orepresentative orepresentative of thef thef thef the    openopenopenopen (top) and (top) and (top) and (top) and    closedclosedclosedclosed (bottom) conformations, which are shown in comparable  (bottom) conformations, which are shown in comparable  (bottom) conformations, which are shown in comparable  (bottom) conformations, which are shown in comparable 

orientations. Calculations were carried out in the absence of the Oorientations. Calculations were carried out in the absence of the Oorientations. Calculations were carried out in the absence of the Oorientations. Calculations were carried out in the absence of the O2222 molecule. Both Phe62 and the heme  molecule. Both Phe62 and the heme  molecule. Both Phe62 and the heme  molecule. Both Phe62 and the heme 

group (with the iron atom represented by a sphere) are explicitly displgroup (with the iron atom represented by a sphere) are explicitly displgroup (with the iron atom represented by a sphere) are explicitly displgroup (with the iron atom represented by a sphere) are explicitly displayed. Contour plots correspond to ayed. Contour plots correspond to ayed. Contour plots correspond to ayed. Contour plots correspond to ----2 2 2 2 

kcal/molkcal/molkcal/molkcal/mol....    
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The preceding findings point out that the main bottleneck to the passage of ligands through the 

channel comes from the relative arrangement between the side chains of Phe32, Phe62 and 

Leu98, which pertain to E, B and G helices, respectively. Moreover, Phe62 can be considered to 

be the gate of the main channel leading to the heme group in the active site. Even though the 

limited length of the simulation precludes to perform a statistical analysis of the ratio between the 

population of open and closed conformations of the channel, inspection of Figure 4.6 clearly 

points out that the conformational change around the Cα-Cβ bond of Phe62 is not a rare event. In 

fact, several conformational transitions occurred spontaneously along the simulation, and in one 

case the main channel remained in the open configuration for around 0.8 ns. Those transitions 

can be expected to originate from the fluctuations in the protein structure, which can be 

characterized in terms of the separate essential motions that determine the intrinsic flexibility of 

the protein. It is therefore reasonable to expect that when those essential motions act in a 

concerted way and have the appropriate magnitude, the collective structural fluctuation 

experienced by the protein backbone might trigger  the conformational change in Phe62, thus 

leading to the transition between open and closed states.  

 

To explore the connection between the local motions of the side chain of Phe62 and the essential 

motions that modulate the structural fluctuations of the protein backbone, we determined the 

correlation between the displacements of the backbone Cα atoms and the fluctuation in the 

distance from Phe62 to either Phe32 or Leu98. This was accomplished by using equation (4.3),57 

where rτi is the correlation coefficient between the τ(t) (τ = x, y, or z) coordinates of the Cα atom of 

residue i at time t, and ρ(t) denotes the distance between residues. 

 
2 2

( ( ) )( ( ) )

( ( ) ) ( ( ) )

i i t i i t

i

i i t i i t
t t

t t
r

t t
τ

τ τ ρ ρ

τ τ ρ ρ

− < > − < >
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− < > − < >
 (4.3) 

No significant correlation was found when the interresidue distance parameters, ρ(t), were 

compared with the position of the Cα atoms projected along each of the main principal 

components that define the essential dynamics of the protein. This indicates that the fluctuations 

between the residues that define the bottleneck in the ligand diffusion tunnel cannot be attributed 

to a specific motion between structural elements. A clear correlation was, however, found 

between the fluctuations in the Phe62-Leu98 distance and the positional displacements of the Cα 

atoms for around 50% of the residues in the protein, mainly pertaining to helices B, C and F, and 

segments of helices E and H. This finding, therefore, suggests that the opening of the channel 

between residues Phe62 and Leu98 stems from a concerted motion of a large fraction of the 

protein. Finally, no clear correlation was found between the Phe62-Phe32 distance and the 

positional fluctuations of the Cα atoms. This finding suggests that the mechanism leading to 

opening of the passage through the ligand diffusion tunnel stems from the interplay between 
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collective motions of the protein backbone and changes in dihedral angles of specific residues, 

particularly Phe62, which would eventually facilitate the transition from the closed conformation to 

the open one. 

 

Finally, we have analyzed the structural fluctuations in the vicinity of the heme active site. The O2 

molecule bound to the Fe atom interacts with Tyr33 through a hydrogen-bond along the whole 

trajectory (average OH-O1 and OH-O2 distances of 3.27 and 2.76 Å, respectively). This 

interaction has been proposed to play an important role in the stabilization of the heme bound 

oxygen.17 On the other hand, a much weaker interaction is found between O2 and Gln58 (average 

NE-O1 and NE-O2 of 3.67 and 3.82 Å, respectively), which is in agreement with the experimental 

evidence.15 In fact, the analysis of the MD trajectory revealed a hydrogen-bond contact between 

Gln58 and Tyr33 (average NE-O distance of 3.00 Å). These results, therefore, give support to the 

suggestion14,15 that Gln58 is crucial in the detoxification reaction, because it might interact with 

the NO molecule and contribute to position correctly NO to react with O2. At this point, CMIP 

calculations performed for selected snapshots in both open and closed conformations reveal the 

existence of a region favorable for the interaction with the NO probe in the proximity of the bound 

O2 (see Figure 4.10). In fact, such a region corresponds to the most favorable interaction site for 

the NO probe in the whole ligand diffusion tunnel. 
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Figure 4.Figure 4.Figure 4.Figure 4.10101010. . . . Isocontour plots corresponding to the interaction energy between the NO probe and the OIsocontour plots corresponding to the interaction energy between the NO probe and the OIsocontour plots corresponding to the interaction energy between the NO probe and the OIsocontour plots corresponding to the interaction energy between the NO probe and the O2222----

bound form of the TrHb N enzyme deterbound form of the TrHb N enzyme deterbound form of the TrHb N enzyme deterbound form of the TrHb N enzyme determined from classical molecular interaction potential (CMIP) mined from classical molecular interaction potential (CMIP) mined from classical molecular interaction potential (CMIP) mined from classical molecular interaction potential (CMIP) 

calculations for selected snapshots representative of thecalculations for selected snapshots representative of thecalculations for selected snapshots representative of thecalculations for selected snapshots representative of the open open open open (top) and (top) and (top) and (top) and closed  closed  closed  closed (bottom) conformations. (bottom) conformations. (bottom) conformations. (bottom) conformations. 

Besides Tyr33, Gln58 and Phe62, the plots display the oxygen molecule (in red) and the heme Besides Tyr33, Gln58 and Phe62, the plots display the oxygen molecule (in red) and the heme Besides Tyr33, Gln58 and Phe62, the plots display the oxygen molecule (in red) and the heme Besides Tyr33, Gln58 and Phe62, the plots display the oxygen molecule (in red) and the heme group with group with group with group with 

the iron atom represented by a sphere. Contour plots correspond to the iron atom represented by a sphere. Contour plots correspond to the iron atom represented by a sphere. Contour plots correspond to the iron atom represented by a sphere. Contour plots correspond to ----3 (open) and 3 (open) and 3 (open) and 3 (open) and ----2 (closed) kcal/mol.2 (closed) kcal/mol.2 (closed) kcal/mol.2 (closed) kcal/mol.    
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Effect of the environment on the O2 affinity of the heme group 

A necessary requirement to grant survival of M. tuberculosis under hypoxic conditions when the 

bacilli enter latency is the high O2 affinity of the enzyme (P50 ≈0.01 mm Hg), which has been 

attributed to the interaction of the bound oxygen with Tyr33.11 Following previous studies,58 our 

main interest here is to explore by means of electronic structure calculations the influence of the 

protein environment in modulating the O2 binding to the trHbN enzyme. To this end, the 

geometrical and energetic features of the interaction between oxygen and the heme group in 

vacuum, the wild type (wt) protein, and the Tyr33 → Phe mutant have been determined. Table 4.1 

reports selected properties for the bound and unbound states of the heme group in the preceding 

systems.    

 

VacuumVacuumVacuumVacuum    Wt TrHbWt TrHbWt TrHbWt TrHb    Tyr33Tyr33Tyr33Tyr33→Phe33Phe33Phe33Phe33 (mut) (mut) (mut) (mut)    
    

OxyOxyOxyOxy    FreeFreeFreeFree    OxyOxyOxyOxy    FreeFreeFreeFree    OxyOxyOxyOxy    FreeFreeFreeFree    

FeFeFeFe----O1O1O1O1    1.78 - 1.84 (2.19, 2.06) - 1.86 - 

O1O1O1O1----O2O2O2O2    1.29 - 1.31 (1.20, 1.20) - 1.31 - 

Fe Fe Fe Fe ----O1O1O1O1----O2O2O2O2    121.7 - 120.7 (122.4, 114.2) - 120.4 - 

O2O2O2O2----Tyr33Tyr33Tyr33Tyr33OHOHOHOH    - - 2.75 (3.17, 3.09) - - - 

O1O1O1O1----Gln58Gln58Gln58Gln58NENENENE    - - 3.52 (3.86, 3.77) - 3.37 - 

Tyr33Tyr33Tyr33Tyr33OHOHOHOH----Gln58Gln58Gln58Gln58NENENENE    - - 2.98 (3.13, 2.83) 2.99 - - 

FeFeFeFe----His81His81His81His81NENENENE    2.12 2.16 2.06 (2.10, 2.11) 2.13 2.09 2.10 

FeFeFeFe----Hem:NHem:NHem:NHem:Nplaneplaneplaneplane    0.04 -0.27 0.02 (0.02, 0.02) -0.25 0.02 -0.29 

His81: tilt angleHis81: tilt angleHis81: tilt angleHis81: tilt angle    88.1-90.4 97.9-98.5 
87.6-91.9 (88.1-

91.5, 89.2-92.0) 
94.9-101.4 87.8-92.2 94.3-102.7 

His81: rotation angleHis81: rotation angleHis81: rotation angleHis81: rotation angle    12.4 13.7 33.9 (29.0, 29.0) 33.6 28.7 27.7 

∆∆∆∆q(Oq(Oq(Oq(O2222))))    -0.20 - -0.36 - -0.35 - 

∆∆∆∆q(His81)q(His81)q(His81)q(His81)    0.16 - 0.21 - 0.22 - 

∆∆∆∆EEEE    -21.4 -37.2 -34.3 

Table 4.Table 4.Table 4.Table 4.1111. Relevant geometrical parameters (distances in Å, and angles in degrees), changes in Mulliken . Relevant geometrical parameters (distances in Å, and angles in degrees), changes in Mulliken . Relevant geometrical parameters (distances in Å, and angles in degrees), changes in Mulliken . Relevant geometrical parameters (distances in Å, and angles in degrees), changes in Mulliken 

charges (in units of electron), and energecharges (in units of electron), and energecharges (in units of electron), and energecharges (in units of electron), and energetical changes (tical changes (tical changes (tical changes (∆∆∆∆E; in kcal/molE; in kcal/molE; in kcal/molE; in kcal/mol) for the binding of O) for the binding of O) for the binding of O) for the binding of O2222 to the heme  to the heme  to the heme  to the heme 

group (Hem + Ogroup (Hem + Ogroup (Hem + Ogroup (Hem + O2222    →→→→    HemHemHemHem----OOOO2222) in vacuum, in the wild protein and in the Tyr33) in vacuum, in the wild protein and in the Tyr33) in vacuum, in the wild protein and in the Tyr33) in vacuum, in the wild protein and in the Tyr33    →→→→    Phe mutated protein Phe mutated protein Phe mutated protein Phe mutated protein 

determined from QMdetermined from QMdetermined from QMdetermined from QM----MM calculations. Experimental values for the wt oxygenated protein (A and BMM calculations. Experimental values for the wt oxygenated protein (A and BMM calculations. Experimental values for the wt oxygenated protein (A and BMM calculations. Experimental values for the wt oxygenated protein (A and B chains)  chains)  chains)  chains) 

reported in Ref. 15 are given in parenthesis.reported in Ref. 15 are given in parenthesis.reported in Ref. 15 are given in parenthesis.reported in Ref. 15 are given in parenthesis.    

 

For the isolated heme group the binding energy amounts to -21.4 kcal/mol, which is somewhat 

lower than the binding energy reported by Rovira et al. from BLYP computations.46 In trHbN 

calculations predict a substantial increase (by around 16 kcal/mol) of the O2 binding in trHbN, 

though the distance from the Fe atom to the O2 is enlarged by 0.06 Å (a distance of 1.84 Å is 

found for the wt enzyme; see Table 4.1)59 compared to the model system in vacuum. Despite the 
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uncertainties that might arise from the computational approach used to estimate the binding 

energies, the preceding result support the crucial role played by the protein environment in 

modulating the O2 affinity. Particularly, the hydroxyl group of Tyr33 is hydrogen bonded to O2, with 

a distance between the hydroxyl oxygen and the O2 molecule of 2.75 Å, thus supporting the 

implication of Tyr33 in assisting the binding of O2. To further examine the specific role played by 

Tyr33, we have determined the binding of O2 for the Tyr33 → Phe mutant. Though the Fe
…O2 

distance remains little affected, the binding energy in the mutant is around 3 kcal/mol smaller that 

for the wt protein, which agrees qualitatively with the ≈150-fold increase in the O2 dissociation rate 

in the mutant.11,17  

 

Several studies in model heme compounds60,61 have pointed out that the O2 binding might be 

modulated through another mechanism which exploits the hydrogen-bond formed between the 

proximal His81 and the carbonyl group of Met77 (1.77 Å in the optimized structure for the wt 

enzyme; see Figure 4.11). Such a hydrogen bond augments the donation capacity of His81, 

increasing the Fe-His bond strength and in turn reinforcing the Fe-O2 bond. This mechanism is 

supported by the results given in Table 4.1, since the optimized His-Fe coordination bond 

decreases by 0.06 Å in trHbN compared to the model system in vacuum. Indeed, the net Mulliken 

charge on the oxygen is also consistent with the strength of the bond: -0.20 and -0.36 e in 

vacuum and in the protein, respectively, showing a larger degree of back-donation from the metal 

in the latter case. Finally, the net positive charge on the proximal histidine is significantly larger in 

the protein compared with the isolated model system, confirming the enhanced donor capacity of 

this residue arising from hydrogen-bonding to Met77. In order to quantify this effect we performed 

an additional QM-MM calculation in which proximal electrostatic interactions were annihilated, 

thus eliminating the C=O Met77-His81 hydrogen-bond interaction. The computed oxygen affinity 

was reduced by 1.8 kcal/mol, showing that the hydrogen-bond effect is small but significant. 
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Figure 4.Figure 4.Figure 4.Figure 4.11111111. Relevant numbering representation of the trHbN active site (QM atoms are depicted using balls . Relevant numbering representation of the trHbN active site (QM atoms are depicted using balls . Relevant numbering representation of the trHbN active site (QM atoms are depicted using balls . Relevant numbering representation of the trHbN active site (QM atoms are depicted using balls 

and sticks motif).and sticks motif).and sticks motif).and sticks motif).    

 

NO reaction with coordinated O2 

The interaction of NO with the O2-bound heme group was examined by using selected structures 

obtained from CMIP calculations (see above and Figure 4.10) as starting configurations for the 

QM-MM calculations. After QM-MM optimization the NO molecule was best placed in the active 

site close to O2, and interacting with Tyr33 and Gln58 residues (NNO-O2: 2.99 Å, NNO-Tyr33HH: 

3.17 Å and ONO-Gln58HE21: 2.90 Å). The oxidation reaction of NO was investigated considering 

a mechanism in which a peroxynitrite ion is formed from the attack of NO to the coordinated O2. 

Subsequently, the metal center catalyzes the isomerization of peroxynitrite to nitrate. This latter 

process has been reported to proceed rapidly in both model systems62,63 as well as in myoglobin 

and hemoglobin.64 Calculations were performed for the isolated model system (vacuum), for the 

same model system solvated in aqueous solution (by using a cluster of 1061 water molecules), in 

the wt protein, and in the Tyr33 → Phe mutant.  
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According to the preceding mechanism, we first investigated the NO addition to the coordinated 

O2 to yield peroxynitrite, equation (4.4). The proposed concerted mechanism was analyzed using 

restrained energy minimizations along the selected reaction coordinate, the distance between the 

nitrogen of NO and one oxygen atom ion  ξ1 = d(O2-NNO)  (Figure 4.11).  

 -

2Fe(II)-O   + NO  Fe(III) [ OONO] →  (4.4) 

The reaction proceeds barrierless in all cases considered in the QM-MM calculations (see Figure 

4.12). The computed ∆E values were found to be -14.6, -20.0, -23.0 and -21.5 kcal/mol for 

vacuum, water, wt protein and mutant, respectively. The reaction involves the formation of a bond 

between O1 and the N atom of NO, and the weakening of both O1-O2 and N-O bonds, as can be 

seen from the structural parameters shown in Table 4.2. There are no significant differences 

between the geometrical features of reactants and products in going from vacuum to protein. It is 

interesting to note that the O1-O2 bond distance in the resulting coordinated peroxynitrite is 

longer than the one corresponding to the isolated species (1.38 Å). This is consistent with the fact 

that coordination to heme weakens this bond, and therefore favors isomerization to nitrate anion. 

However, it is clear that the protein environment around the heme group does not play a 

significant role in catalyzing the formation of nitrate. 

 

 

Figure 4.Figure 4.Figure 4.Figure 4.12121212.... Energy profile of  Energy profile of  Energy profile of  Energy profile of reaction described by reaction described by reaction described by reaction described by equation equation equation equation ((((4444....4444)))). (black line) vacuum, (red line) water, . (black line) vacuum, (red line) water, . (black line) vacuum, (red line) water, . (black line) vacuum, (red line) water, 

(blue line) wt protein, and (green line) Tyr33(blue line) wt protein, and (green line) Tyr33(blue line) wt protein, and (green line) Tyr33(blue line) wt protein, and (green line) Tyr33    →    Phe mutant.Phe mutant.Phe mutant.Phe mutant.    
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VacuumVacuumVacuumVacuum    WaterWaterWaterWater    ProteinProteinProteinProtein    
    

ReactiveReactiveReactiveReactive    ProductProductProductProduct    ReactiveReactiveReactiveReactive    ProductProductProductProduct    ReactiveReactiveReactiveReactive    ProductProductProductProduct    

FeFeFeFe----OOOO1111    1.83 1.78 1.82 1.80 1.83 (1.84) 1.87 (1.87) 

OOOO1111----OOOO2222    1.28 1.45 1.28 1.48 1.32 (1.30) 1.41 (1.40) 

OOOO2222----NNNNNONONONO    5.00 1.53 4.45 1.51 3.40 (3.35) 1.60 (1.60) 

NNNNNONONONO----OOOONONONONO    1.18 1.20 1.18 1.19 1.17 (1.18) 1.18 (1.19) 

∆∆∆∆EEEE    -14.6 -20.0 - 23.0 (-21.5) 

Table 4.Table 4.Table 4.Table 4.2222. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (∆∆∆∆E: energy difference between products E: energy difference between products E: energy difference between products E: energy difference between products 

and reactants; in kcal/mol) parameters for the NO additand reactants; in kcal/mol) parameters for the NO additand reactants; in kcal/mol) parameters for the NO additand reactants; in kcal/mol) parameters for the NO addition to the coordinated Oion to the coordinated Oion to the coordinated Oion to the coordinated O2222 to yield  to yield  to yield  to yield peroxynitriteperoxynitriteperoxynitriteperoxynitrite, , , , 

equation equation equation equation ((((4444....4444)))). For the reactions in protein, values in parenthesis correspond to the Tyr33 . For the reactions in protein, values in parenthesis correspond to the Tyr33 . For the reactions in protein, values in parenthesis correspond to the Tyr33 . For the reactions in protein, values in parenthesis correspond to the Tyr33 → Phe mutant. Phe mutant. Phe mutant. Phe mutant.    

 

The spin populations and Mulliken charges for selected groups for the reaction in the protein 

environment are given in Table 4.3. As expected, in the reactants the unpaired electron is mainly 

located on the NO moiety. The electronic structure of the Fe-O2 complex shows the anti-

ferromagnetic coupling of two regions of opposite spins, which is in agreement with previous 

calculations.46 The peroxynitrite coordinated product exhibits the unpaired electron almost totally 

on the Fe atom, and a significant amount of charge donation (0.57 e) from peroxynitrite to the 

metal. In both reactants and products, the quartet state is significantly higher in energy than the 

doublet state. 

 

    ReactiveReactiveReactiveReactive    Approximate Transition StructureApproximate Transition StructureApproximate Transition StructureApproximate Transition Structure    ProduProduProduProductctctct    

    spin pop.spin pop.spin pop.spin pop.    qqqq    spin pop.spin pop.spin pop.spin pop.    qqqq    spin pop.spin pop.spin pop.spin pop.    qqqq    

NONONONO    0.92 0.07 - - - - 

OOOO2222    -0.75 -0.39 - - - - 

OONOOONOOONOOONO    - - - - 0.10 -0.43 

FeFeFeFe    0.88 0.76 - - 0.95 0.80 

ImidazoleImidazoleImidazoleImidazole    0.00 0.20 - - 0.00 0.26 

PorfirinePorfirinePorfirinePorfirine    -0.05 -0.64 - - -0.05 -0.63 

∆∆∆∆EEEEHSHSHSHS----LSLSLSLS    13.2 - 23.5 

Table 4.Table 4.Table 4.Table 4.3333. Spin energy gaps (kcal/mol), and spin and Mulliken populations . Spin energy gaps (kcal/mol), and spin and Mulliken populations . Spin energy gaps (kcal/mol), and spin and Mulliken populations . Spin energy gaps (kcal/mol), and spin and Mulliken populations (e)(e)(e)(e) of selected groups fo of selected groups fo of selected groups fo of selected groups for relevant r relevant r relevant r relevant 

species of equation species of equation species of equation species of equation ((((4444....4444)))) in protein. in protein. in protein. in protein.    

 

The isomerization process leading to nitrate has been proposed to proceed in two steps 

according to the reactions indicated in equation (4.5) and equation (4.6). The reaction coordinates 
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chosen to examine the two processes were ξ2 = d(O1-O2) and ξ3 = d(O1-NNO), respectively (Figure 

4.11). 

 -

2Fe(III) [ OONO]  Fe(IV)=O   + NO    →  (4.5) 

 -

2 3Fe(IV)=O + NO   Fe(III)[NO ]→  (4.6) 

Although the reaction indicated in equation (4.5) involves the breaking of the O1-O2 bond, it is still 

exergonic (∆E values of -15.7, -18.0, -8.1 and -7.7 kcal/mol for vacuum, water, wt protein and 

mutant, respectively) and almost barrierless (energy barrier = 1.2 kcal/mol; see Figure 4.13). This 

can be understood by considering that breaking of this bond yields a very stable Fe(IV)=O 

species, as can be observed by the short Fe-O1 bond distance, which amounts to 1.65 and 1.67 

Å in vacuum and in the protein, respectively (Table 4.4). It can also be noted that the O2-NNO 

bond becomes significantly shorter in the product compared to the reactant, 1.24 and 1.53 Å, 

respectively, consistently with an important stabilization of the product.  The analysis of spin and 

Mulliken populations (Table 4.5) shows that the peroxynitrite complex breaks homolytically. The 

doublet species is the ground state. However, the spin energy gap with the quartet state is small. 

Similar results for spin populations of the oxyferryl compound have been reported for thiolate 

porphyrin complexes.65,66  

 

 

Figure 4.Figure 4.Figure 4.Figure 4.13131313. Energy profile of reaction described by equation . Energy profile of reaction described by equation . Energy profile of reaction described by equation . Energy profile of reaction described by equation ((((4444....5555)))). (black line) vacuum, (red line) water, . (black line) vacuum, (red line) water, . (black line) vacuum, (red line) water, . (black line) vacuum, (red line) water, 

(blue line) wt protein,(blue line) wt protein,(blue line) wt protein,(blue line) wt protein, and (green line) Tyr33  and (green line) Tyr33  and (green line) Tyr33  and (green line) Tyr33 → Phe mutant. Phe mutant. Phe mutant. Phe mutant.    
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VacuumVacuumVacuumVacuum    WaterWaterWaterWater    ProteinProteinProteinProtein    
    

ReactiveReactiveReactiveReactive    ProductProductProductProduct    ReactiveReactiveReactiveReactive    ProductProductProductProduct    ReactiveReactiveReactiveReactive    ProductProductProductProduct    

FeFeFeFe----OOOO1111    1.78 1.65 1.80 1.67 1.87 (1.87) 1.67 (1.67) 

OOOO1111----OOOO2222    1.45 3.40 1.48 2.65 1.41 (1.40) 2.79 (2.72) 

OOOO2222----NNNNNONONONO    1.53 1.24 1.51 1.23 1.60 (1.60) 1.24 (1.24) 

NNNNNONONONO----OOOONONONONO    1.20 1.24 1.19 1.23 1.18 (1.19) 1.24 (1.24) 

∆∆∆∆EEEE    -15.7 -18.0 -8.1 (-7.7) 

Table 4.Table 4.Table 4.Table 4.4444. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (∆∆∆∆E: energy difference between products E: energy difference between products E: energy difference between products E: energy difference between products 

and reactants; in kcal/mol) parameand reactants; in kcal/mol) parameand reactants; in kcal/mol) parameand reactants; in kcal/mol) parameters for reaction described by equationters for reaction described by equationters for reaction described by equationters for reaction described by equation    ((((4444....5555)))). For the reactions in protein, . For the reactions in protein, . For the reactions in protein, . For the reactions in protein, 

values in parenthesis correspond to the Tyr33 values in parenthesis correspond to the Tyr33 values in parenthesis correspond to the Tyr33 values in parenthesis correspond to the Tyr33 → Phe mutant. Phe mutant. Phe mutant. Phe mutant.    

 

    ReactiveReactiveReactiveReactive    Approximate Transition Approximate Transition Approximate Transition Approximate Transition StructureStructureStructureStructure    ProductProductProductProduct    

    spin pop.spin pop.spin pop.spin pop.    qqqq    spin pop.spin pop.spin pop.spin pop.    qqqq    spin pop.spin pop.spin pop.spin pop.    qqqq    

OONOOONOOONOOONO    0.10 -0.43 0.13 -0.47 - - 

NONONONO2222    - - -0.03 -0.15 -0.82 -0.11 

O1O1O1O1    - - 0.16 -0.32 0.70 -0.38 

FeFeFeFe    0.95 0.80 0.93 0.81 1.21 0.80 

ImidazoleImidazoleImidazoleImidazole    0.00 0.26 0.00 0.23 0.00 0.18 

PorfirinePorfirinePorfirinePorfirine    -0.05 -0.63 -0.06 -0.57 -0.09 -0.49 

∆∆∆∆EEEEHSHSHSHS----LSLSLSLS    23.5 29.8 3.3 

Table 4.Table 4.Table 4.Table 4.5555. Spin energy gaps (kcal/mol), and spin and Mulliken populations . Spin energy gaps (kcal/mol), and spin and Mulliken populations . Spin energy gaps (kcal/mol), and spin and Mulliken populations . Spin energy gaps (kcal/mol), and spin and Mulliken populations (e)(e)(e)(e) of selected groups for relevant  of selected groups for relevant  of selected groups for relevant  of selected groups for relevant 

species of species of species of species of equation equation equation equation ((((4444....5555)))) in protein. in protein. in protein. in protein.    

 

The reaction described by equation (4.6) can be analyzed as the addition of a negatively charged 

O atom coordinated to the heme to the NO2 radical. The driving force of this reaction is probably 

related to the formation of a strong O-N bond, as can be seen from Table 4.6.  Inspection of the 

energy profiles (see Figure 4.14) reveals that in all cases the reaction is exergonic (computed  ∆E 

values of -12.2, -11.7, -18.0 and -19.3 kcal/mol for vacuum, water, wt protein and mutant, 

respectively) and proceeds with very small barriers (less than 2.6 kcal/mol). As expected, the 

product consists on a nitrate ion coordinated to the Fe. The unpaired electron is almost 

completely located on the metal (Table 4.7). Experimental results obtained for heme model 

systems in water solution show that the yield of this reaction is very dependent of the reaction 

conditions. However, this is due to the fact that the NO2 radical may escape and react with other 
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species in solution.63 On the other hand, in the protein the situation is completely different, since 

NO2 is trapped in the pocket formed by Phe32, Tyr33, Val36, Phe46, and Val94.   

 

 

Figure 4.Figure 4.Figure 4.Figure 4.14141414. Energy profile of reaction described by equation . Energy profile of reaction described by equation . Energy profile of reaction described by equation . Energy profile of reaction described by equation ((((4444....6666)))). (black line) vacuu. (black line) vacuu. (black line) vacuu. (black line) vacuum, (red line) water, m, (red line) water, m, (red line) water, m, (red line) water, 

(blue line) wt protein, and (green line) Tyr33 (blue line) wt protein, and (green line) Tyr33 (blue line) wt protein, and (green line) Tyr33 (blue line) wt protein, and (green line) Tyr33 → Phe mutant. Phe mutant. Phe mutant. Phe mutant.    

 

VacuumVacuumVacuumVacuum    WaterWaterWaterWater    ProteinProteinProteinProtein    
    

ReactiveReactiveReactiveReactive    ProductProductProductProduct    ReactiveReactiveReactiveReactive    ProductProductProductProduct    ReactiveReactiveReactiveReactive    ProductProductProductProduct    

FeFeFeFe----OOOO1111    1.65 1.84 1.67 1.93 1.67 (1.67) 1.94 (1.92) 

OOOO1111----NNNNNONONONO    2.52 1.40 3.25 1.46 3.02 (2.99) 1.40 (1.40) 

OOOO2222----NNNNNONONONO    1.24 1.25 1.23 1.25 1.24 (1.24) 1.25 (1.25) 

NNNNNONONONO----OOOONONONONO    1.24 1.25 1.23 1.23 1.24 (1.24) 1.25 (1.25) 

∆∆∆∆EEEE    -12.2 -11.7 -18.0 (-19.3) 

Table 4.Table 4.Table 4.Table 4.6666. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (. Relevant geometrical (distances in Å) and energetical (∆∆∆∆E: energy difference between products E: energy difference between products E: energy difference between products E: energy difference between products 

and reactants; in kcal/mol) parameters for reaction deand reactants; in kcal/mol) parameters for reaction deand reactants; in kcal/mol) parameters for reaction deand reactants; in kcal/mol) parameters for reaction described by equation scribed by equation scribed by equation scribed by equation ((((4444....6666)))). For the reactions in protein, . For the reactions in protein, . For the reactions in protein, . For the reactions in protein, 

values in parenthesis correspond to the Tyr33 values in parenthesis correspond to the Tyr33 values in parenthesis correspond to the Tyr33 values in parenthesis correspond to the Tyr33 → Phe mutant. Phe mutant. Phe mutant. Phe mutant.    
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    ReactiveReactiveReactiveReactive    Approximate Transition StructureApproximate Transition StructureApproximate Transition StructureApproximate Transition Structure    ProductProductProductProduct    

    spin pop.spin pop.spin pop.spin pop.    qqqq    spin pop.spin pop.spin pop.spin pop.    qqqq    spin pop.spin pop.spin pop.spin pop.    qqqq    

NONONONO2222    -0.82 -0.11 -0.76 -0.11 - - 

O1O1O1O1    0.70 -0.38 0.66 -0.37 - - 

NONONONO3333    - - - - 0.10 -0.54 

FeFeFeFe    1.21 0.80 1.18 0.80 0.94 0.81 

ImidazoleImidazoleImidazoleImidazole    0.00 0.18 0.00 0.19 0.00 0.25 

PorfirinePorfirinePorfirinePorfirine    -0.09 -0.49 -0.08 -0.50 -0.04 -0.52 

∆∆∆∆EEEEHSHSHSHS----LSLSLSLS    3.3 4.5 16.5 

Table 4.Table 4.Table 4.Table 4.7777....    Spin energy gaps (kcal/mol), and spin and Mulliken populations Spin energy gaps (kcal/mol), and spin and Mulliken populations Spin energy gaps (kcal/mol), and spin and Mulliken populations Spin energy gaps (kcal/mol), and spin and Mulliken populations (e)(e)(e)(e) of selected groups for relevant  of selected groups for relevant  of selected groups for relevant  of selected groups for relevant 

species of equation species of equation species of equation species of equation ((((4444....6666))))    in protein.in protein.in protein.in protein.    

 

On the basis of the preceding results, it can be concluded that the NO oxidation is a favorable 

process for the different environments investigated here. Experimental results show that 

bimolecular rate constants for NO-induced oxidation are similar to those of NO binding to the 

deoxygenated proteins, showing that the rate limiting process is ligand diffusion and not the 

chemical reaction itself.7 The experimental reaction rate (1 105 M-1s-1) of peroxynitrite to NO2 

conversion catalyzed by a model porphyrin (FeTMPS) in aqueous solution corresponds to 

peroxynitrite coordination and subsequent O-O breaking to form the oxyferryl species and NO2.
63 

The peroxynitrite coordinated intermediate has not been detected, suggesting that peroxynitrite 

coordination is rate limiting. Therefore, the bond breaking process should be much faster, 

indicating a shallow barrier. Our computed results for reaction (4.5), which corresponds to O-O 

bond breaking of the peroxynitrite coordinated complex show no energetic barrier and are 

consistent with the experimental results. The experimental reaction rate for the reaction of an 

oxyferryl complex with NO2 has not been measured.
63 However, it has been claimed that it should 

be faster than NO2 dimerization, which is a very fast process (k=5 10
7 M-1s-1). Consistently with 

this, our results show a small barrier for this process.  Finally, the results obtained for the Tyr33 → 

Phe mutant are qualitatively similar to those obtained for the wt protein, thus suggesting that the 

protein environment, and particularly Tyr33, does not play a significant role in assisting the 

reaction.  

 

Implications into the functional role of trHbN 

Similarly to the dioxygenase activity of (flavo) hemoglobins and myoglobin,67-69 the trHbN enzyme 

has been suggested to play an essential role in the O2-sustained NO detoxification.
11 Clearly, 
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understanding of the molecular factors that modulate the efficiency of trHbN is crucial to design 

therapeutic strategies against diseases such as human tuberculosis.  

 

One of the factors that have been hypothesized to play a decisive contribution in trHbN is Tyr33, 

which was argued to modulate not only the O2 affinity to the heme group, but also to develop a 

catalytic role in the enzyme reaction. This latter role, however, is not supported by the preceding 

results, as the reaction profile determined for the wt protein is very similar to that obtained for the 

Tyr33 → Phe mutant. Our results point out that Tyr33 is mainly involved in enhancing the oxygen 

affinity of the protein, which is an important ingredient for determining the NO detoxification ability 

of the protein, as noted in the enhanced interaction energy of the wt enzyme compared to the 

Tyr33 → Phe form.  However, besides the energetic contribution due to hydrogen bonding to 

Tyr33, other factors modulate the O2 affinity of trHbN. In particular, our results suggest that the 

donation capacity of His81, enhanced through hydrogen-bonding to Met77, might play a relevant 

contribution.  

 

The analysis of the MD trajectory of oxy-trHbN, as well as the results derived from QM-MM 

calculations, point out that Tyr33 forms a hydrogen-bond with the nitrogen atom of Gln58. The 

results also indicate that this latter residue does not interact with the O2 molecule, in agreement 

with X-ray crystallographic data15 and resonance Raman spectra.17 In fact, it must be noted that 

the occurrence of the Tyr33-Gln58 pair does not necessarily lead to strong stabilization of the 

heme-bound O2 in different Hbs.
15,70-72 Nevertheless, present results give support to the 

suggestion14,15 that such a hydrogen-bonded interaction is crucial to fix and orient properly the NO 

molecule with regard to the heme-bound O2. In this sense, the hydrogen-bonded network formed 

by the Tyr33-Gln58 pair might be relevant for the enzyme reaction because of its role in mediating 

ligand binding stabilization and in assisting the mutual orientation of the reactants in the heme 

active site, as will be discussed later. 

 

A more subtle effect might also be envisaged for Tyr33 from the analysis of the MD simulation. 

Formation of the hydrogen bond between Tyr33 and Gln58, an interaction that was found to be 

maintained along the whole trajectory, permits to anchor the B helix to the E helix (Tyr33 and 

Gln58 occupy the B10 and E11 positions in those helices). The results derived from the analysis 

of the MD trajectory point out the occurrence of conformational transitions leading to the opening 

of the channel, and that those transitions stem from the interplay between collective "breathing" 

motions of the protein backbone and local changes in dihedral angles of Phe62, which would 

eventually facilitate the transition from the closed conformation to the open one. It might, 

therefore, be speculated that the Tyr33-Gln58 pair-assisted O2 binding to the heme group 

modulate the natural dynamics of the protein and regulate in this way the passage of NO through 

the ligand diffusion tunnel. This hypothesis would be in agreement with experimental data derived 
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from comparison of the resonance Raman spectra in the wt trHbN and the Tyr33 → Phe mutant, 

which indicate that i) the Tyr33→ Phe mutation does not alter the conformational flexibility of the 

free enzyme, and that ii) binding to the distal site of the heme group triggers a large-scale 

conformational change in the enzyme.19 This hypothetical model would, then, provide a 

mechanistic model valuable to link the intrinsic dynamical features of the protein with the ligand 

binding properties, and ultimately with the physiological role played by the trHbN enzyme. In order 

to shed light on this issue, we have performed calculations of free energy profiles for both O2 and 

NO migration inside the enzyme. 

 

Free energy profiles and protein dynamics 

The oxygenated protein free energy profiles for ligand migration, obtained through steered MD 

simulations indicated that in the open state NO diffusion is almost free of barriers, and access to 

the heme cavity is favored by 3-4 kcal/mol (Figure 4.15). On the contrary, in the closed state the 

steric hindrance of Phe62 phenyl ring undermines ligand access, leading to a steady increase in 

the free energy profile (Figure 4.15). Interestingly, the free energy minimum found at about 11 Å 

from the heme matches one of the Xe binding sites observed experimentally in M. tuberculosis 

trHbN.16 Steered MD simulations also revealed that migration of NO through the tunnel short 

branch is not favored, related to a progressive rise in the free energy (Figure 4.16). Taken 

together, the above results suggest that NO access to the heme distal cavity should preferentially 

occur through the long tunnel branch in oxy-trHbN.  
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Figure 4.Figure 4.Figure 4.Figure 4.15151515. . . . Free energy profile Free energy profile Free energy profile Free energy profile for NO migration for NO migration for NO migration for NO migration along along along along the the the the long tunnel long tunnel long tunnel long tunnel branch branch branch branch in bothin bothin bothin both    openopenopenopen    (blue) (blue) (blue) (blue) and and and and 

closedclosedclosedclosed    (red) states of oxy(red) states of oxy(red) states of oxy(red) states of oxy----trHbNtrHbNtrHbNtrHbN; the distance from the Fe atom to the nitrogen in NO is used as the driven ; the distance from the Fe atom to the nitrogen in NO is used as the driven ; the distance from the Fe atom to the nitrogen in NO is used as the driven ; the distance from the Fe atom to the nitrogen in NO is used as the driven 

coordinate.coordinate.coordinate.coordinate.    
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Figure 4.Figure 4.Figure 4.Figure 4.16161616. . . . Free energy profile Free energy profile Free energy profile Free energy profile for diatomic ligand (NO; Ofor diatomic ligand (NO; Ofor diatomic ligand (NO; Ofor diatomic ligand (NO; O2222) ) ) ) migration migration migration migration along the along the along the along the short tunnelshort tunnelshort tunnelshort tunnel branch for  branch for  branch for  branch for oxyoxyoxyoxy----

trHbNtrHbNtrHbNtrHbN ( ( ( (NONONONO, red, red, red, red) and ) and ) and ) and deoxydeoxydeoxydeoxy----trHbNtrHbNtrHbNtrHbN ( ( ( (OOOO2222, blue, blue, blue, blue)))); the distance from the Fe atom to either nitrogen (NO) or ; the distance from the Fe atom to either nitrogen (NO) or ; the distance from the Fe atom to either nitrogen (NO) or ; the distance from the Fe atom to either nitrogen (NO) or 

oxygen (Ooxygen (Ooxygen (Ooxygen (O2222) atoms is used as the driven coordinate) atoms is used as the driven coordinate) atoms is used as the driven coordinate) atoms is used as the driven coordinate....    

 

Strikingly, the ligand migration pathway described above changed drastically in deoxy-trHbN. The 

analysis of the MD trajectory for deoxy-trHbN showed that the long branch of the tunnel remains 

closed during the whole simulation time. In fact, the Phe62 torsional free energy profile, obtained 

using umbrella sampling calculations, reveals that in deoxy-trHbN the conformational transition 

between open and closed states of the tunnel gating residue Phe62 must overcome a free energy 

barrier higher than 6 kcal/mol (compared with the 3 kcal/mol barrier of oxy-trHbN; see Figure 

4.17). Moreover, the open state (less stable by ≈2 kcal/mol relative to the closed state in oxy-

trHbN) is further destabilized by 1.5 kcal/mol in deoxy-trHbN.  In contrast, ligand migration 

through the short branch of the tunnel is now allowed with a small free energy barrier (≈2 

kcal/mol; Figure 4.16) before reaching a flat minimum, which corresponds to a cavity formed by 

residues PheG5, AlaG9, and IleH11. In fact, this cavity is one of the Xe binding pockets observed 

by X-ray crystallography in the short tunnel branch.16 Access to the Fe atom from this cavity 

requires surpassing a free energy barrier of ≈4 kcal/mol (Figure 4.16), reflecting a narrow 

passage through the heme and ValG8.  
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Figure 4.Figure 4.Figure 4.Figure 4.17171717. Phe. Phe. Phe. Phe66662 torsional free energy profile for the 2 torsional free energy profile for the 2 torsional free energy profile for the 2 torsional free energy profile for the deoxydeoxydeoxydeoxy----trHbNtrHbNtrHbNtrHbN (red) and  (red) and  (red) and  (red) and oxyoxyoxyoxy----trHbNtrHbNtrHbNtrHbN (blue) forms. The  (blue) forms. The  (blue) forms. The  (blue) forms. The 

reaction coordinate has been chosen as the reaction coordinate has been chosen as the reaction coordinate has been chosen as the reaction coordinate has been chosen as the CCCCαααα----CCCCββββ    dihedral angle (40 and dihedral angle (40 and dihedral angle (40 and dihedral angle (40 and ----50 degrees fo50 degrees fo50 degrees fo50 degrees for the r the r the r the closeclosecloseclosedddd and  and  and  and 

openopenopenopen configurations, respectively). configurations, respectively). configurations, respectively). configurations, respectively).    

 

The preceding results suggest that M. tuberculosis trHbN has evolved a molecular mechanism for 

selective ligand diffusion, where O2 accesses the heme through the tunnel short branch and, 

upon binding to the Fe atom, facilitates migration of  NO through the tunnel long branch. Such first 

set of conclusions raises the question of how does O2 binding to the heme group regulate the 

ligand access pathway. Our simulation results indicate that such regulation may be achieved 

through alteration of the heme distal site hydrogen-bonded network, a structural feature 

previously recognized to play a key role in trHbN heme/ligand stabilization.15 In the deoxy-trHbN 

simulation, the side chain of Gln58 adopts an extended all-trans conformation, allowing the 

terminal amino group to be hydrogen-bonded to the hydroxyl group of Tyr33. In addition, the 

simulation shows a dynamical fluctuation between (Tyr33)O-H…O=C(Gln58) and (Tyr33)O…H-

N(Gln58) hydrogen bonds, such that Tyr33 hydroxyl group acts both as hydrogen-bond donor and 

acceptor during the simulation (Figure 4.18a). In contrast, in oxy-trHbN the heme-Fe coordinated 

O2 fixes Tyr33 through formation of a hydrogen-bond, thus allowing the phenolic hydroxyl group 

to act exclusively as hydrogen-bond acceptor for the amide NH2 group of Gln58. Under these 

conditions Gln58 side chain is forced to fluctuate between two staggered conformations (Figure 
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4.18b). Under the latter conformational states the distance between the side chains of Gln58 and 

Phe62 is shortened by ∼1.5 Å due to different residue packing. Thus, Gln58 might be viewed as 

an internal “switch” that would regulate the open/closed state of the Phe62 gate, within the tunnel 

long branch through a conformational compression mechanism. 

 

 

Figure 4.Figure 4.Figure 4.Figure 4.18181818. Interactions between Tyr33 and Gln58 in deoxy. Interactions between Tyr33 and Gln58 in deoxy. Interactions between Tyr33 and Gln58 in deoxy. Interactions between Tyr33 and Gln58 in deoxy----trHbN and oxytrHbN and oxytrHbN and oxytrHbN and oxy----trHbN. (a) In deoxytrHbN. (a) In deoxytrHbN. (a) In deoxytrHbN. (a) In deoxy----trHbN the trHbN the trHbN the trHbN the 

side chain of Gln58 adopts an side chain of Gln58 adopts an side chain of Gln58 adopts an side chain of Gln58 adopts an allallallall----trantrantrantrans s s s conformation (average torsions around conformation (average torsions around conformation (average torsions around conformation (average torsions around CCCCαααα----CCCCββββ, , , , CCCCββββ----CCCCγγγγ, and , and , and , and CCCCγγγγ----CCCCδδδδ    

dihedrals of 40.2, 167.1 and 93.7 degrees), though the relative orientation of the amide group of Gln55 and dihedrals of 40.2, 167.1 and 93.7 degrees), though the relative orientation of the amide group of Gln55 and dihedrals of 40.2, 167.1 and 93.7 degrees), though the relative orientation of the amide group of Gln55 and dihedrals of 40.2, 167.1 and 93.7 degrees), though the relative orientation of the amide group of Gln55 and 

hydroxyl group of Tyr33 fluctuate along the trajectory. (hydroxyl group of Tyr33 fluctuate along the trajectory. (hydroxyl group of Tyr33 fluctuate along the trajectory. (hydroxyl group of Tyr33 fluctuate along the trajectory. (bbbb) In oxy) In oxy) In oxy) In oxy----trHbN the side chain of Gln58 populates two trHbN the side chain of Gln58 populates two trHbN the side chain of Gln58 populates two trHbN the side chain of Gln58 populates two 

staggeredstaggeredstaggeredstaggered conf conf conf conformation characterized by torsional angles around ormation characterized by torsional angles around ormation characterized by torsional angles around ormation characterized by torsional angles around CCCCαααα----CCCCββββ, , , , CCCCββββ----CCCCγγγγ, and , and , and , and CCCCγγγγ----CCCCδδδδ bonds of (+45.0,  bonds of (+45.0,  bonds of (+45.0,  bonds of (+45.0, ----

74.8, 74.8, 74.8, 74.8, ----99.3 degrees) and (99.3 degrees) and (99.3 degrees) and (99.3 degrees) and (----50.2, +67.2, +48.5 degrees), respectively. Transition of the former conformation 50.2, +67.2, +48.5 degrees), respectively. Transition of the former conformation 50.2, +67.2, +48.5 degrees), respectively. Transition of the former conformation 50.2, +67.2, +48.5 degrees), respectively. Transition of the former conformation 

to the latter one makes Gln58 to approach Phe3to the latter one makes Gln58 to approach Phe3to the latter one makes Gln58 to approach Phe3to the latter one makes Gln58 to approach Phe32222 by  by  by  by ∼∼∼∼1.5 1.5 1.5 1.5 Å.Å.Å.Å.    
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Conclusions 

The efficiency of the NO oxidation to nitrate by oxygenated trHbN depends on the entry of the 

reactants NO and O2 to the distal cavity and on the heme capacity to catalyze the reaction. The 

results allowed us to identify the opening of the ligand diffusion tunnel, a process controlled by 

Phe62, which can be considered to be the gate of the channel leading to the heme group in the 

active site. Moreover, the opening of the tunnel stems from a complex network of conformational 

changes, which involve both local changes in side chains of specific residues, particularly Phe62, 

and collective motions of the protein backbone. The results derived from QM-MM calculations 

indicate that the protein catalyzes the chemical reactions leading to the formation of nitrate mainly 

by means of the heme group, with no significant contributions of the protein environment. 

However, our results suggest that the residues that form the binding site, especially the Tyr33-

Gln58 pair, might be relevant to the physiological function played by trHbN at different levels. 

First, they contribute to modulate the affinity of O2 and NO ligands. Second, by isolating the 

reaction intermediates formed transiently in the active site, they prevent other non desired 

reactions observed in model porphyrins in aqueous solution to proceed. Third, the stabilization of 

the Tyr33-Gln58 pair promoted upon O2 binding alter the essential dynamics of the protein, 

leading in turn to a mechanism for ligand-induced regulation, and to the modulation of the NO 

detoxification process operative in M. tuberculosis, where the protein dynamics and the protein 

matrix tunnel system have evolved to allow the selective access of O2 and NO ligands to the 

heme through distinct migration paths. The key feature in such mechanism is the change of 

contacts formed by Tyr33 and Gln58, where Gln58 acts as a switch regulating the ligand access 

pathway by altering the essential movements of the protein backbone. Thus, O2 binding to the 

heme should induce compression of Phe62 by the side chain of Gln58, and promote the relative 

displacement of helices B and E, which combined with local rearrangements in the side chains 

that surround Phe62, should open the tunnel long branch, facilitating capture of NO from the 

aqueous phase. This mechanism would contribute to enhance the efficiency of NO detoxification, 

while minimizing the fraction of NO that directly binds to the deoxy-heme. It also provides a basis 

to rationalize why NO conversion to nitrate by oxy-trHbN occurs at a rate faster than O2 binding to 

the deoxy protein,15  an explanation that cannot be extracted from the X-ray structures and from 

the kinetic data alone. 

As a final consideration, we note that other heme proteins have been proposed to perform 

multiligand chemistry. Among these, oxy-hemoglobin, oxy-myoglobin, and the recently discovered 

neuroglobin and cytoglobin.8,7,73 Untangling the structural determinants of the interplay between 

ligand binding, protein dynamics and ligand migration will be essential in order to shed light on the 

emerging field of multiligand chemistry performed by heme proteins. 
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Chapter 5: Hydroxylation Reaction Catalyzed by Peptidylglycine 

αααα-Hydroxylating Monooxygenase 

 

Introduction 

Cu proteins are common in biology and play important roles in O2 activation and reduction.
1-3 

Many peptide hormones and neuropeptides require amidation of their C terminus for biological 

activity.4-6 Peptidylglycine α-amidating monooxygenase (PAM) uses separate enzymatic domains 

to catalyze this amidation reaction in two steps: (i) hydroxylation of the CA of a C-terminal glycine 

and (ii) disproportionation of the α-hydroxyglycine.7,8 The first step is catalyzed by peptidylglycine 

α-hydroxylating monooxygenase (PHM), a two-copper, ascorbate-dependent enzyme that is the 

more extensively studied of the two PAM domains (see Figure 5.1). Kinetic and mutagenesis 

studies,9,10 detailed kinetic isotope effect measurements,11-14 and extended x-ray absorption fine 

structure measurements,10,15-17 as well as determination of the structures of several forms of the 

enzyme,18,19 have been used in studying PHM. Despite these intense efforts, key aspects of the 

PHM mechanism remain elusive.9,20,21 Perhaps the most puzzling aspect of the PHM reaction is 

the mechanism of electron transfer between the active-site coppers and the subsequent reduction 

of molecular oxygen. Crystallographic, spectroscopic, and kinetic studies have provided 

conflicting information about how electrons are transferred between the copper atoms, which 

copper atom is the binding site for molecular oxygen, and where the chemical steps of the PHM 

reaction take place. Depending on the coordination of the dioxygen to CuB, the copper-bound 

oxygen may also be a part of the electron transfer path, coupling electron transfer to oxygen 

reduction and hydrogen abstraction. 

 

 

Figure 5.Figure 5.Figure 5.Figure 5.1111. . . . StoichiometryStoichiometryStoichiometryStoichiometry of the global reaction catalyzed by PHM. of the global reaction catalyzed by PHM. of the global reaction catalyzed by PHM. of the global reaction catalyzed by PHM.    

 

Another well characterized enzyme related to PHM is the dopamine β-monooxygenase (DβM), 

which catalyzes the dopamine benzylic C-H bond hydroxylation using molecular O2 in a stereo- 
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and regiospecific fashion in the same way as PHM does.3 The active sites of these two proteins 

consist of two inequivalent Cu centers largely separated in space (≈11 Å in PHM)18 with no direct 

bridging ligands and no observable magnetic interactions.22 The crystal structure of PHM 

indicates that the CuB site, where the substrate hydroxylation occurs, is coordinated by two 

histidine and one methionine ligands to the protein backbone, and the other CuA site, which 

provides an additional electron through long-range electron transfer (ET) to the CuB site, has 

three histidine ligands from the protein.3,18,19 As mentioned before, since the two Cu sites in PHM 

and DβM are far away, the mechanism for this intramolecular long-range ET is not clear. A 

superoxide channeling mechanism20 and a substrate-facilitated ET mechanism (either through the 

substrate19 or through protein residues brought closer upon substrate binding9) have been 

proposed to account for this inter-Cu intramolecular ET process. 

 

Previous kinetic and mechanistic studies have shown that the reaction mechanism for the 

substrate hydroxylation in PHM and DβM are very similar.3 The enzymatic cycle starts with both 

the CuA and CuB sites at the Cu
I oxidation state (reduction by ascorbate in physiological 

conditions). When a substrate is present, O2 reacts with the reduced protein forming a reactive 

Cu/O2 intermediate, which then cleaves the substrate C-H bond via an H-atom abstraction 

mechanism generating a substrate radical.23-26 Significant 2H and 18O isotope effects have been 

observed on the C-H bond cleavage reaction leading to the final hydroxylated product.3,12-14,25,27 

The reactive Cu/O2 intermediate has been widely proposed to be an as-yet unobserved Cu
II
-OOH 

species that would either abstract the substrate hydrogen directly or go through a CuII-oxyl 

intermediate first before abstracting the substrate H-atom.3 A CuIIO2
2-/CuI-O2

-
 species has also 

been proposed by Prigge as a possible reactive intermediate for the H-atom abstraction 

reaction.21   

 

Chen and Solomon28 have studied the oxygen activation and the reaction mechanism in this 

enzyme by applying DFT computational tools in model systems. They calculated the reaction 

thermodynamics and potential energy surfaces to investigate possible reactive Cu/O2 species for 

H-atom abstraction in PHM. They have evaluated two possible mononuclear Cu/O2 species, the 

2-electron reduced CuII-OOH and the 1-electron reduced side-on CuII-superoxo intermediates. 

The substrate H-atom abstraction reaction by CuII-OOH, was found to be thermodynamically 

feasible, but with a very high activation barrier (37 kcal/mol). In contrast, H-atom abstraction from 

the substrate by the second intermediate was found to be a nearly isoenergetic process with a 

low reaction barrier (14 kcal/mol), suggesting that this species is the reactive one. They have also 

proposed a reasonable pathway for posterior substrate hydroxylation involving a “water-assisted” 

direct OH transfer to the substrate radical, generating a high-energy CuII-oxyl species, which 

provides the driving force for the ET to complete the reaction in PHM. 
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Kamachi et al.29 have investigated the dopamine hydroxylation by the Copper−superoxo, 

−hydroperoxo, and −oxo species of DβM in order to identify the active species in the reaction and 

to reveal the key functions of the surrounding amino acid residues in substrate binding (see 

Figure 5.2). The authors performed DFT/QM-MM optimizations and subsequently evaluated the 

reactivity of the three oxidants with small model systems extracting the QM structures from the 

QM-MM simulations of the whole-enzyme model, by computing DFT/QM energy profiles. The 

activation energy of the H-abstraction from the substrate by the CuII-superoxo moiety and the 

posterior O-O cleavage and OH group transfer to the substrate radical were found to be ≈17 

kcal/mol and ≈10 kcal/mol respectively, suggesting that CuII-superoxo species can promote the H-

abstraction in DβM. They also rule out the CuII-hydroperoxo species as an active oxidant, 

because the activation barrier of the H-abstraction was found to be more than 40 kcal/mol. Finally, 

they concluded that the CuIII-oxo species reasonably promotes the H-abstraction because the 

activation energy was found to by only 3.8 kcal/mol, and 6.5 kcal/mol for the final rebound step. 

 

 

Figure 5.Figure 5.Figure 5.Figure 5.2222. Reaction mechanism studied by Kamachi et al. Reaction mechanism studied by Kamachi et al. Reaction mechanism studied by Kamachi et al. Reaction mechanism studied by Kamachi et al....29292929 and  and  and  and proposed active proposed active proposed active proposed active species species species species responsible for Hresponsible for Hresponsible for Hresponsible for H----

abstraction.abstraction.abstraction.abstraction.    

 

Tian et al.30 proposed an oxo-mediated radical mechanism that is consistent with the results of the 

kinetic studies. In their mechanism the CuII-hydroperoxo species abstracts a hydrogen atom from 

a nearby tyrosine residue to produce a CuIII-oxo species, a tyrosyl radical, and a water molecule. 

The produced CuIII-oxo species abstracts a hydrogen atom from the benzylic position of 

dopamine with the formation of a radical intermediate in DβM. However, recent mutational 

studies14 demonstrated that the reactivity of a Y318F mutant of PHM remains unchanged from the 

wild-type enzyme, which implies that the Tyr318 residue in PHM is not essential. 

 

The CuII-superoxo species was also proposed to be responsible for the C-H bond activation in the 

DβM reaction by Evans.31 The CuII-superoxo species is produced by dioxygen binding to the CuB 

center in the resting CuI state. This mechanism involves an initial hydrogen-atom abstraction from 

the benzylic position of dopamine, followed by the recombination between the substrate radical 

and the resultant CuII-hydroperoxo species to form norepinephrine. In this mechanism electron 

transfer from the CuA center occurs after the C-H bond activation in contrast to other mechanisms. 
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They have also demonstrated31 that a molar ratio of O2 consumption to product formation is 1:1 

not only for highly reactive substrates but also for weakly reactive substrates. A mechanism in 

which the reductive activation of dioxygen precedes the C-H bond cleavage cannot explain such a 

tight coupling of oxygen and substrate consumption because either peroxide or superoxide leaks 

into the solvent from the reactive oxygen intermediate with extended lifetime. 

 

Recently, the Amzel’s laboratory32 solved the x-ray structure of the precatalytic complex of PHM 

with bound peptide and oxygen, determined to 1.85 Å resolution. In this work they provided 

insight into several geometric and mechanistic issues of the PHM catalytic mechanism. Firstly, 

dioxygen binds to CuB with an end-on η
1 geometry in the precatalytic complex. The CuB-O-O 

angle is 110°, and the O-O distance refined to a value of 1.23 Å. This geometry is compatible with 

dioxygen or superoxide bound to copper, but not with Cu-peroxo species. They also proposed 

that an ET pathway between CuA and CuB would form when peptide substrate binds to reduced 

PHM,19 and this pathway linked His108 (a CuA ligand), a water molecule, and the C terminus of the 

substrate through hydrogen bonds. Moreover, they concluded than once the precatalytic complex 

of reduced PHM-peptide-O2 is formed, ET and H-abstraction occur. ET from CuA to the CuB-

dioxygen species (CuB
II-O2

-) takes place using the pathway described above. The resulting 

reduced oxygen species (CuB
I-O2

-) abstracts the glycine pro-S hydrogen of the peptide substrate. 

The proposed mechanism is shown in Figure 5.3. H-abstraction requires that one of the oxygen 

atoms of O2 comes in contact with the glycine pro-S hydrogen. A rotation of the distal oxygen 

atom by ≈110° around the CuB-O bond places the distal oxygen atom about 2.2 Å from the 

hydrogen atom—an ideal position to facilitate the hydrogen abstraction step. Inspection of the 

structure indicates that the barrier for this rotation is probably small and that thermal rotation of 

the distal oxygen atom could place it a short distance from the glycine pro-S hydrogen. As a final 

consideration, the authors propose that because the Cu-O2 complex was not observed in 

structures of oxidized PHM or in structures of reduced PHM without substrate, the substrate binds 

to the reduced enzyme before oxygen will bind, which prevents the binding and activation of 

oxygen unless catalysis is primed to proceed.  
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Figure 5.Figure 5.Figure 5.Figure 5.3333. Reaction mechanism proposed by. Reaction mechanism proposed by. Reaction mechanism proposed by. Reaction mechanism proposed by    the Amzel’s group.the Amzel’s group.the Amzel’s group.the Amzel’s group.32323232    

 

Taking all these contributions into account, it is clear that there is no consensus on the 

mechanism and/or the identity of the active species responsible for the H-abstraction of the PHM 

reaction. In this chapter of the thesis we will shed light on the molecular basis of the H-abstraction 

mechanism active in PHM by means of QM-MM calculations. We will start by calculating the O2 

binding energy to the CuB site in both oxidation states, before and after ET, and also in 

presence/absence of the substrate in order to answer whether if ET between CuA and CuB occurs 

when peptide substrate binds to reduced PHM and/or if the substrate binds to the reduced 

enzyme before oxygen binding. We will also compute the rotational barrier of the distal oxygen 

atom around the CuB-O bond in order to asses the role of this rotational motion in the catalytic 

mechanism. Finally, we will try to identify the most reactive oxygenated species active in PHM, 

paying particular attention to how this species is formed, in order to shed light on the molecular 

basis of the H-abstraction mechanism in PHM. All these insights may apply to other copper 

oxygen-activating enzymes, such as DβM, and to the design of biomimetic complexes. 

 

Methods 

Simulations were performed starting from the crystal structure of PHM with bound peptide and 

coordinated dioxygen, at 1.85 Å resolution (PDB entry 1sdw).32 Hydrogen atoms were added as 

usual and the system was solvated using a 30 Å water cap. The system was equilibrated by 
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performing a 1 ns classical MD simulations at 300 K to obtain correct QM-MM starting geometries 

by using the Amber8 package.33 Amber9934 and TIP3P force fields were used to describe the 

protein/substrate and water, respectively. Both CuA and CuB model system charges were 

determined using RESP35 charges and HF/6-31G(d) wave functions following the protocol 

recommended in the Amber web page. The van der Waals parameters were taken from Amber99. 

Even if the presence of the transition metal introduces an additional challenge in the simulation, 

MD simulations are now commonly applied for the investigation of metalloproteins.36  

QM-MM calculations37-42 were carried out to explore the effect of the environment on O2 binding 

and rotational energy and in the H-abstraction reaction. We employed our own QM-MM 

implementation where the QM subsystem is treated at the DFT level using the SIESTA 

implementation.43 The use of standard norm-conserving pseudopotentials44 avoids the 

computation of core electrons, smoothing at the same time the valence charge density, as 

described in Chapter 2. In the present study, the nonlinear partial-core correction45 is applied to 

the Cu atom. For all atoms, basis sets of double plus polarization quality were employed, with a 

pseudoatomic orbital energy shift of 30 meV and a grid cutoff of 150 Ry.43 Calculations were 

performed using the generalized gradient approximation functional proposed by Perdew, Burke 

and Ernzerhof.46 This combination of functional, basis sets, and grid parameters has been 

validated for both CuA and CuB isolated model systems. The classical subsystem was treated 

using the Amber99 force field parametrization.34  

The initial structure for QM-MM calculations was taken from a selected snapshot of the classical 

MD simulation. We have selected the CuB plus the coordinated side-chains of residues His242, 

His244 and Met314 and the O2 ligand and a glycine substrate as the quantum subsystem. The rest 

of the protein, including the CuA center, and the water molecules were treated classically. We 

allowed free motion for QM atoms and for the MM atoms located inside a sphere of 13.5 Å from 

the QM subsystem center of mass. The frontier between the QM and MM portions of the system 

was treated by the SPLAM method as described in Chapter 2. 

Ligand affinities (∆EL) were calculated using equation (5.1), where EEnz-L is the energy of the 

ligand bound enzyme, EEnz is the energy of the ligand free enzyme and EL is the energy of the 

isolated ligand: 

 
L Enz L L Enz
E E E E−∆ = − −  (5.1) 

Obtaining accurate free energy profiles requires an extensive sampling, which is computationally 

very expensive and difficult to achieve at the DFT QM-MM level. For these reasons potential 

energy profiles were determined using restrained energy minimizations along the reaction path 

that connects reactant, intermediate and product states, as described in Chapter 2.47 For this 

purpose, an additional term was added to the potential energy according to V(ξ) = k (ξ - ξ0)
2, 

where k is an adjustable force constant, ξ is the value of the reaction coordinate in the system 

particular configuration and ξ0 is the reference value of the reaction coordinate (see below for the 

choice of the reaction coordinate in the different cases). Varying ξ0, the system is forced to follow 
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the minimum reaction path along the given coordinate. The force constant for reaction 

coordinates involving distances was 200 kcal/(molÅ2) and for reaction coordinates involving 

angles of 100 kcal/(molθ2). 

For all our calculations, the spin-unrestricted approximation was used. In each case two spin 

states were taken into consideration as will be shown later for each calculated species. 

 

Results and Discussion  

Oxygen Binding Energies 

The oxygen affinities were calculated using equation (5.1), for both oxidation states and also in 

presence/absence of the substrate in order to determine if the ET occurs when peptide substrate 

binds to reduced PHM and/or if the substrate binds to reduced enzyme before oxygen binding. 

The PHM oxygenated resting state, CuB
II-O2

-, has been evaluated in both the singlet and triplet 

spin states, being the more stable the triplet one, with and without substrate bound. However, 

without the coordinated oxygen, the spin ground state happens to be the singlet. After, ET, the 

oxygenated state CuB
I-O2

- has also been evaluated in both the doublet and quartet spin states, 

being the former one the spin ground state in all cases. The calculated oxygen binding energies in 

all cases is shown in Table 5.1, together with the high-spin/low-spin energy differences and the 

relevant Mulliken population analysis (e) and spin densities. Relevant numbering of the QM 

subsystem of all calculations is shown in Figure 5.4. 

 

CuCuCuCuBBBB
IIIIIIII----OOOO2222

----    CuCuCuCuBBBB
IIII----OOOO2222

----    

with substratewith substratewith substratewith substrate    without substratewithout substratewithout substratewithout substrate    with substratewith substratewith substratewith substrate    without substratewithout substratewithout substratewithout substrate        

oxyoxyoxyoxy    freefreefreefree    oxyoxyoxyoxy    freefreefreefree    OOOOxyxyxyxy    freefreefreefree    oxyoxyoxyoxy    freefreefreefree    

Spin StateSpin StateSpin StateSpin State    triplettriplettriplettriplet    singletsingletsingletsinglet    triplettriplettriplettriplet    singletsingletsingletsinglet    doubletdoubletdoubletdoublet    doubletdoubletdoubletdoublet    doubletdoubletdoubletdoublet    doubletdoubletdoubletdoublet    

∆∆∆∆EEEEHSHSHSHS----LSLSLSLS    -4.4 67.5 -4.4 63.2 79.5 53.6 30.0 70.3 

CuCuCuCu    
0.562 

(0.416) 

0.322 

(0.0) 

0.534 

(0.398) 

0.342 

(0.0) 

0.537 

(0.189) 

0.038 

(0.578) 

0.533 

(0.199) 

0.320 

(0.022) 

O1O1O1O1    
-0.200 

(0.692) 
- 

-0.175 

(0.719) 
- 

-0.426 

(0.348) 
- 

-0.435 

(0.339) 
- 

O2O2O2O2    
-0.204 

(0.724) 
- 

-0.214 

(0.730) 
- 

-0.459 

(0.431) 
- 

-0.508 

(0.434) 
- 

∆∆∆∆EEEELLLL    19.5 21.7 68.8 52.8 

Table 5.Table 5.Table 5.Table 5.1111. Oxygen binding energies (kcal/mol), high. Oxygen binding energies (kcal/mol), high. Oxygen binding energies (kcal/mol), high. Oxygen binding energies (kcal/mol), high----spin/lowspin/lowspin/lowspin/low----spin energy differences (kcal/mol)spin energy differences (kcal/mol)spin energy differences (kcal/mol)spin energy differences (kcal/mol),,,,    MMMMulliken ulliken ulliken ulliken     

charges charges charges charges ((((eeee) and spin densities) and spin densities) and spin densities) and spin densities (in parenthesis) (in parenthesis) (in parenthesis) (in parenthesis) for systems with and without coordinated substr for systems with and without coordinated substr for systems with and without coordinated substr for systems with and without coordinated substrate bate bate bate before efore efore efore 

and after ET.and after ET.and after ET.and after ET.    
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Figure 5.Figure 5.Figure 5.Figure 5.4444. Relevant numbering of the QM subsystem employed in all calculations.. Relevant numbering of the QM subsystem employed in all calculations.. Relevant numbering of the QM subsystem employed in all calculations.. Relevant numbering of the QM subsystem employed in all calculations.    

 

Table 5.2 shows some relevant geometrical parameters of all species involved in the calculation 

of the oxygen affinities. From both tables, it can be concluded that molecular oxygen binds to 

copper to obtain the CuB
II-O2

- species but the substrate does not make any significant difference, 

as can be seen in the values for the oxygen binding energy of about 20 kcal/mol in both cases. 

However, once oxygen in coordinated, ET should occur to form the CuB
I-O2

- species because the 

coordinated oxygen has a much higher binding energy in this case, of about 69 and 53 kcal/mol 
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with and without substrate, respectively. The difference in the oxygen affinity values between 

CuB
II-O2

- and CuB
I-O2

- can be attributed to the higher π-backdonation of the last one, which 

strengthens the bond. This effect is stronger for the metal in a low oxidation number, since in that 

case more electron density is available, as happens in the CuB
I-O2

- species, and is reflected in a 

longer O1-O2 bond (1.31 Å and 1.40 Å in CuB
II-O2

- and CuB
I-O2

-, respectively) and an increase of 

the negative Mulliken population over coordinated O2 (-0.404e and -0.885e in CuB
II-O2

- and CuB
I-

O2
-, respectively) due to the larger population of the O2 π* anti-ligand orbital. Moreover, as can 

also be seen the substrate considerably increases the binding energy in CuB
I-O2

-, suggesting that 

O2 is prone to coordination once the substrate is already placed in the enzymatic active site, as 

reported by Prigge et al.32 This increase in the binding energy can be rationalized from Table 5.2. 

In the case with the substrate present, there is a strong H-bond interaction between O2 atom and 

the surrounding waters (O2-H1W distance of 1.63 Å and 1.81 Å with and without substrate, 

respectively). Moreover, this water, which is thought to be involved in the ET pathway, has a close 

contact with the substrate carboxylate (H2W-Osubs distance of 1.66 Å), which can also make the 

water position more constrained in order to produce an increase in the O2 binding energy when 

the substrate is present. The O2 atom also strongly interacts with the substrate HA (O2-HA 

distance of 2.20 Å and HA atom Mulliken charge of -0.176e), further stabilizing the coordinated O2 

in presence of the substrate. Taken all this information into account, we can conclude that once 

the O2 binds to PHM, ET occurs in order to form the CuB
I-O2

- species which has a higher binding 

energy and also that O2 binds to the reduced enzyme after substrate binding. 

 

CuCuCuCuBBBB
IIIIIIII----OOOO2222

----    CuCuCuCuBBBB
IIII----OOOO2222

----    

with substratewith substratewith substratewith substrate    without substratewithout substratewithout substratewithout substrate    with substratewith substratewith substratewith substrate    without substratewithout substratewithout substratewithout substrate        

oxyoxyoxyoxy    freefreefreefree    oxyoxyoxyoxy    freefreefreefree    oxyoxyoxyoxy    freefreefreefree    oxyoxyoxyoxy    freefreefreefree    

O1O1O1O1----O2O2O2O2    1.31 - 1.30 - 1.40 - 1.38 - 

CuCuCuCu----O1O1O1O1    1.99 - 2.01 - 1.97 - 1.96 - 

CuCuCuCu----SSSSMet314Met314Met314Met314    2.33 2.27 2.33 2.30 2.29 2.25 2.31 2.30 

CuCuCuCu----NNNNεεεεHis242His242His242His242    2.04 1.99 2.04 1.99 2.17 1.93 2.12 1.95 

CuCuCuCu----NNNNεεεεHis244His244His244His244    1.99 1.94 1.98 1.93 2.07 1.96 2.03 1.97 

O2O2O2O2----HAHAHAHA    2.41 - - - 2.20 - - - 

O2O2O2O2----H1WH1WH1WH1W    1.84 - 2.04 - 1.63 - 1.81 - 

O2O2O2O2----H1W’H1W’H1W’H1W’    2.05 - 2.14 - 1.77 - 1.75 - 

H2WH2WH2WH2W----OOOOsubssubssubssubs    1.64 1.62 - - 1.66 1.69 - - 

CuCuCuCu----O1O1O1O1----O2O2O2O2    120.77 - 119.41 - 118.02 - 123.77 - 

SSSSMet314Met314Met314Met314----CuCuCuCu----O1O1O1O1----O2O2O2O2    -65.01 - -58.15 - -29.54 - -93.29 - 

Table 5.Table 5.Table 5.Table 5.2222. Relevant geometrical parameters of all species involved in the calculation of the oxygen affinities . Relevant geometrical parameters of all species involved in the calculation of the oxygen affinities . Relevant geometrical parameters of all species involved in the calculation of the oxygen affinities . Relevant geometrical parameters of all species involved in the calculation of the oxygen affinities 

(angstro(angstro(angstro(angstroms and degrees).ms and degrees).ms and degrees).ms and degrees).    
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Oxygen Rotational Motion 

In order to asses the role of the molecular motion involved in the PHM reaction and following the 

conclusions presented by Prigge et al.32 we have calculated the potential energy profile along the 

SMet314-Cu-O1-O2 dihedral angle in both CuB
II-O2

- and CuB
I-O2

- species in presence of substrate. 

Our results are shown in Figure 5.5. We have evaluated the dihedral angle in the direction where 

the O2 molecule points towards the substrate HA atom. As can be seen in the figure, the CuB
II-O2

- 

crystallographic angle of 40° corresponds to a local minimum along the surface.32 Moreover, the 

rotation of the O2 along this surface to reach a lower minimum, where the O2 atom points towards 

the substrate HA atom with distance lower than 2.4 Å, can be achieved thermally as described by 

Prigge et al.32 because the energy barrier is of only about 2 kcal/mol. The surface has also two 

more minima corresponding to dihedral angles of -30° and -65° (this last corresponds to the 

rotation of about 110° proposed by Prigge et al.32), respectively (see also Table 5.2). Furthermore, 

if we take a look at the surface corresponding to the CuB
I-O2

- species, the reaction coordinate also 

shows the presence of two minima at -30° and -85°, respectively and also a thermally accessible 

rotational barrier of about 1 kcal/mol. However, the stable crystallographic angle of 40° is not a 

minimum on this surface. This fact leads us to the conclusion that once the O2 binds, leading to a 

CuB
II-O2

- minimum conformation of 40°, ET occurs to reach the CuB
I-O2

- species, but in an energy 

maximum. This conformation would spontaneously relax to one of its minimums, namely the -30° 

one, where the O2 atom is located directly towards the substrate HA at a distance of about 2.2 Å 

(see Table 5.2). This fact also supports the conclusions obtained in the preceding section. Finally, 

it is interesting to note that in both surfaces, the O2-HA distance corresponding to a reaction 

coordinate minimum, is of less than 2.4 Å in all cases. 
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Figure 5.Figure 5.Figure 5.Figure 5.5555. Potential. Potential. Potential. Potential energy profile (kcal/mol) along the S energy profile (kcal/mol) along the S energy profile (kcal/mol) along the S energy profile (kcal/mol) along the SMet314Met314Met314Met314----CuCuCuCu----O1O1O1O1----O2 dihedral angle (degrees) in both O2 dihedral angle (degrees) in both O2 dihedral angle (degrees) in both O2 dihedral angle (degrees) in both 

CuCuCuCuBBBB
IIIIIIII----OOOO2222

---- and Cu and Cu and Cu and CuBBBB
IIII----OOOO2222

---- species. species. species. species.    

 

Hydrogen Abstraction Mechanism 

In this section we will identify the most reactive oxygenated species active in PHM. We will pay 

attention particularly to how this species is formed, in order to shed light on the molecular basis of 

the H-abstraction mechanism operative in PHM.  

 

We will start by considering the HA atom abstraction by coordinated O2 in both CuB
II-O2

- and CuB
I-

O2
- species, even though we have already determined that upon O2 coordination, ET should 

probably occur. The H-abstraction by CuB
II-O2

- can be represented by the following reaction: 

 II - II

B 2 BCu -O HA -CA - subs  Cu -OOHA + CA-subs+ → i  (5.2) 

We have calculated the energy profile along the reaction coordinate defined as ξ = dCA-HA-dO2-HA in 

both the singlet and triplet spin states. The results are shown in Figure 5.6. As can be seen, the 

ground state reactant is CuB
II-O2

- in the triplet state (see Table 5.1), whereas the product has 

almost the same energy in both spin states and a change in the spin surface occurs upon 

reaction. The activation parameters are 25 (20) kcal/mol for the triplet (singlet) surface (the triplet 

is ≈5 kcal/mol more stable). This value is higher than the one obtained by Chen and Solomon28 of 
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14 kcal/mol or Kamachi and co-workers29 of 17 kcal/mol for isolated model systems. We think that 

in our case, where the whole protein is included, this imposes position constraints over the 

reactants, which may be responsible for the higher activation energy. The reaction coordinate 

changes from -1.3 Å in the reactant CuB
II-O2

- to 1.3 Å in the CuB
II-hydroperoxo formed, and the 

O1-O2, O2-HA and CA-HA distances are 1.31 Å, 2.42 Å and 1.12 Å; and 1.46 Å, 1.00 Å and 2.29 

Å, in reactants and products, respectively. Although we believe that this species is probably not 

the responsible for H-abstraction as discussed above, the activation energy of this reaction is also 

very high compared to the experimental estimation of ∆H ‡ for the C-H cleavage step in PHM of 

≈13 kcal/mol obtained by Francisco et al.13 in a temperature dependence intrinsic primary isotope 

effect determination. 

 

 

Figure 5.Figure 5.Figure 5.Figure 5.6666. Potential energy profi. Potential energy profi. Potential energy profi. Potential energy profile (kcal/mol) for HAle (kcal/mol) for HAle (kcal/mol) for HAle (kcal/mol) for HA----abstraction reaction catalyzed by Cuabstraction reaction catalyzed by Cuabstraction reaction catalyzed by Cuabstraction reaction catalyzed by CuBBBB
IIIIIIII----OOOO2222

----, reaction , reaction , reaction , reaction 

((((5555....2222)))) in both singlet  in both singlet  in both singlet  in both singlet (red) (red) (red) (red) and triplet and triplet and triplet and triplet (blue) (blue) (blue) (blue) spin surfacesspin surfacesspin surfacesspin surfaces. . . . The reaction coordinate is The reaction coordinate is The reaction coordinate is The reaction coordinate is ----1.3 Å i1.3 Å i1.3 Å i1.3 Å in the reactant n the reactant n the reactant n the reactant 

and 1.3 Å in the product.and 1.3 Å in the product.and 1.3 Å in the product.and 1.3 Å in the product.    

 

The H-abstraction catalyzed by CuB
I-O2

- can be described by a similar reaction: 

 I - I

B 2 BCu -O HA -CA - subs  Cu -OOHA + CA-subs+ → i  (5.3) 
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The reaction coordinate was defined also as ξ = dCA-HA-dO2-HA, and we have calculated both 

doublet and quartet spin energy profiles. However, as the doublet lays 80 kcal/mol lower in 

energy from the quartet (see Table 5.1) and both surfaces are similar in shape, we only show the 

results of the doublet surface in Figure 5.7. The activation energy is this case is of about 25 

kcal/mol in both spin states. The reaction coordinate goes form -1.0 Å in the reactant CuB
I-O2

- to 

0.7 Å in the CuB
I-hydroperoxo formed, and the O1-O2, O2-HA and CA-HA distances are 1.40 Å, 

2.17 Å and 1.12 Å; and 1.49 Å, 1.04 Å and 1.78 Å, in reactants and products, respectively. 

Although CuB
I-O2

- was proposed by Prigge et al.32 to be the active species responsible for HA-

abstraction in PHM, our high activation energy value of 25 kcal/mol compared to the much lower 

experimental value,13 leads us to think that CuB
I-O2

- is not also the active H-abstracting 

oxygenated species in PHM. 

 

 

Figure 5.Figure 5.Figure 5.Figure 5.7777. Potential energy profile (kcal/mol) for HA. Potential energy profile (kcal/mol) for HA. Potential energy profile (kcal/mol) for HA. Potential energy profile (kcal/mol) for HA----abstraction reaction catalyzed by Cuabstraction reaction catalyzed by Cuabstraction reaction catalyzed by Cuabstraction reaction catalyzed by CuBBBB
IIII----OOOO2222

----, reaction , reaction , reaction , reaction 

((((5555....3333))))    in in in in the doubletthe doubletthe doubletthe doublet spin surface. spin surface. spin surface. spin surface.    The reaction coordinate is The reaction coordinate is The reaction coordinate is The reaction coordinate is ----1.0 Å in the reactant and 0.7 Å in the product.1.0 Å in the reactant and 0.7 Å in the product.1.0 Å in the reactant and 0.7 Å in the product.1.0 Å in the reactant and 0.7 Å in the product.    

 

At this point is interesting to find a new oxygenated species that can be responsible for the H-

abstraction process and to further rationalize the mechanism active in PHM. Chen and Solomon28 

and Kamachi and co-workers29 proposed the copper-hydroperoxo, CuB
II-OOH, formed upon H+ 

abstraction from water by CuB
I-O2

-. However, they obtained a very high activation energy (≈40 
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kcal/mol) for H-abstraction, arguing against this species as the reactive one. Nevertheless, it is 

interesting to evaluate how this species is formed and also to confirm that it is not the reactive 

oxygenated H-abstracting species active in PHM. In order to do so, we have evaluated both the 

formation of the CuB
II-OOH species and the further H-abstraction reaction. The first reaction can 

be summarized as follows: 

 I - + II

B 2 3 B W 2Cu -O H O  Cu -OOH  + H O+ →  (5.4) 

Here, we have added three O2 coordination water molecules and a proton into the QM subsystem 

in order to perform our calculations. The reaction coordinate is defined as follows: ξ = dO2-HW - 

dHW-OW, and we have calculated the reaction energy profile only for the doublet spin state, 

because the quartet lays 14.5 kcal/mol higher. Our results are shown in Figure 5.8. As it can be 

seen the reaction occurs spontaneously with no activation energy, and with an energy difference 

of -17.5 kcal/mol. We can conclude then, that the CuB
I-O2

- species spontaneously abstracts a 

proton from the surrounding water molecules to form CuB
II-OOH. The reaction coordinate goes 

form -0.6 Å in the reactant CuB
I-O2

- to 0.55 Å in the CuB
II-hydroperoxo formed, and the O1-O2, 

O2-HW and HW-OW distances are 1.45 Å, 1.64 Å and 1.03 Å; and 1.43 Å, 1.03 Å and 1.58 Å, in 

reactants and products, respectively. The substrate H-abstraction reaction catalyzed by CuB
II-

OOH can be written as: 

 II II

B W B WCu -OOH HA -CA - subs  Cu -O-(OH HA) + CA-subs+ → i  (5.5) 

The QM subsystem is also the same as the reaction before. The reaction coordinate is now 

defined as follows: ξ = dCA-HA-dO2-HA, and we also have calculated the reaction energy profile only 

for the doublet spin state. The corresponding energy profile is shown also in Figure 5.8. We also 

can conclude that the CuB
II-OOH species can not abstract the hydrogen from the substrate given 

the fact that our activation energy is 42.8 kcal/mol, and compares well with the 40 kcal/mol 

obtained by Chen and Solomon28 and Kamachi and co-workers.29 The reaction coordinate varies 

form -1.7 Å in reactants to 0.55 Å in products, and the O1-O2, O2-HA and CA-HA distances are 

1.47 Å, 2.82 Å and 1.12 Å; and 1.55 Å, 1.10 Å and 1.65 Å, in reactants and products, respectively. 
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Figure 5.Figure 5.Figure 5.Figure 5.8888. Potential energy profile (kcal/mol) for proton abstraction . Potential energy profile (kcal/mol) for proton abstraction . Potential energy profile (kcal/mol) for proton abstraction . Potential energy profile (kcal/mol) for proton abstraction from water from water from water from water by Cuby Cuby Cuby CuBBBB
IIII----OOOO2222

---- to form Cu to form Cu to form Cu to form CuBBBB
IIIIIIII----

OOOOOH (red) equation OH (red) equation OH (red) equation OH (red) equation ((((5555....4444)))), and , and , and , and HAHAHAHA----abstraction reaction catalyzeabstraction reaction catalyzeabstraction reaction catalyzeabstraction reaction catalyzed by Cud by Cud by Cud by CuBBBB
IIIIIIII----OOOOOHOHOHOH    (blue) (blue) (blue) (blue) reaction reaction reaction reaction ((((5555....5555)))), both , both , both , both in in in in 

the doublet spin surface.the doublet spin surface.the doublet spin surface.the doublet spin surface.    The reaction coordinate is The reaction coordinate is The reaction coordinate is The reaction coordinate is ----0.6 Å in the reactant and 0.55 Å in the product for 0.6 Å in the reactant and 0.55 Å in the product for 0.6 Å in the reactant and 0.55 Å in the product for 0.6 Å in the reactant and 0.55 Å in the product for 

equation equation equation equation ((((5555....4444)))) and  and  and  and ----1.7 Å in the reactant and 0.55 Å in the product for reaction 1.7 Å in the reactant and 0.55 Å in the product for reaction 1.7 Å in the reactant and 0.55 Å in the product for reaction 1.7 Å in the reactant and 0.55 Å in the product for reaction ((((5555....5555))))....    

 

Now it is interesting to think how reaction can continue if we assume that the CuB
II-OOH species 

is formed as concluded before. Following the reaction stoichiometry, in which two protons are 

consumed and a water molecule is produced, it is not surprising that the CuB
II-OOH molecule 

formed will abstract a second proton from a surrounding water. If we add another proton to CuB
II-

OOH, and optimize the resulting structure, we obtain the following species: [CuBO
…….HOH]+2. The 

new water molecule coordinated to O1 (HW-O2-HW’) spontaneously twists and coordinates to the 

O1 atom by one of its hydrogen atoms. The optimized Cu-O1 and O1-HW distances are 1.80 Å 

and 2.21 Å, respectively. This fact suggests that once the CuB
I-O2

- is formed, spontaneously 

abstracts one proton to yield the CuB
II-OOH species and subsequently abstracts another proton to 

produce the [CuBO]
+2 species with the release of a water molecule. Taking all this information into 

account we are now interested in checking if these copper-monooxygenated species can abstract 

the substrate hydrogen. Kamachi and co-workers29 proposed that the species responsible for H-

abstraction in DβM is [CuBO]
+1, arising from  ascorbate reduction of the [CuBO]

+2 formed, before 

substrate H-abstraction. In order to correctly characterize the active oxygenated H-abstracting 
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species in PHM, we have performed the potential energy profiles for H-abstraction catalyzed by 

both [CuBO]
+2 and [CuBO]

+1 species. 

The H-abstraction catalyzed by [CuBO]
+2 can be written as follows: 

 +2 +2

B B[Cu O] HA -CA - subs  [Cu OHA]  + CA-subs+ → i  (5.6) 

The reaction coordinate is as follows: ξ = dCA-HA-dO1-HA, and we have calculated the reaction 

energy profile for both the doublet and quartet spin states. The results are shown in Figure 5.9. As 

can be seen, the quartet spin state is the ground state in reactants and is stabilized by 3.8 

kcal/mol with respect to the doublet state. Following the energy profile in the quarter state gives 

an intermediate state where the abstracted hydrogen forms an OH coordinated to the metal. The 

activation energy is 0.15 kcal/mol and the intermediate energy is 9.4 kcal/mol lower than the 

reactant. The reaction coordinate varies form -1.0 Å in reactants to 1.0 Å in products, and the Cu-

O1, O1-HA, CA-HA and O1-CA distances are 1.79 Å, 2.10 Å, 1.12 Å and 3.14 Å; and 1.86 Å, 1.00 

Å, 2.00 Å and 2.99 Å, in reactants and products, respectively. The optimized reactive specie 

[CuBO]
+2, accommodates the O1 atom in order to abstract the HA, as can be seen in the short O1-

HA optimized distance of 2.10 Å. The second half of the hydroxylation reaction, the OH rebound 

step, will be considered later. However, if we follow the energy profile for the doublet spin state, 

our results are quite different and surprising. In fact, the obtained product is the overall reaction 

product, the hydroxylated substrate. The activation energy is only 0.16 kcal/mol and the overall 

energy difference -69.9 kcal/mol. This product is ≈60 kcal/mol more stable than the previous 

intermediate formed on the quartet surface and ≈83 kcal/mol more stable than the corresponding 

hydroxylated product in the quartet spin state. The reaction coordinate goes form -1.1 Å in 

reactants to 0.9 Å in products, and the Cu-O1, O1-HA, CA-HA and O1-CA distances are 1.80 Å, 

2.22 Å, 1.12 Å and 3.30 Å; and 3.74 Å, 1.00 Å, 1.90 Å and 1.43 Å, in reactants and products, 

respectively, which reflects the spontaneous hydroxylation of the substrate, as can be seen in the 

shortening of the O1-CA bond distance (1.43 Å) in the product. Thus, the correct reaction on the 

doublet surface must be considered as: 

 +2 +2

B B[Cu O] HA -CA - subs  [Cu ]  + HA-O1-CA-subs+ →  (5.7) 

Taking this information into account, we can conclude that the reaction pathway should involve a 

spin-inversion electronic process near a crossing region between the quartet and doublet 

potential energy surfaces, thus the stable [CuBO]
+2 quartet state should change to the doublet one 

upon H-abstraction, in order to form the hydroxylated product. To complete the reaction, a water 

molecule should probably coordinate to [CuB]
+2 to yield [CuB-OH2]

+2, because Cu complexes 

typically exhibit tetrahedral coordination. Inspection of the final optimized structure indicates that 

there are two water molecules (shown in Figure 5.4) close to the Cu atom with distances from 

about 4.6 to 5.7 Å. One of these water molecules may be prone to coordinate the [CuB]
+2. Finally, 

the [CuB-OH2]
+2 should be reduced by ascorbate to yield [CuB-OH2]

+1 and start another catalytic 

cycle upon product release. 
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Figure 5.Figure 5.Figure 5.Figure 5.9999. Potential energy profile (kcal/mol) for HA. Potential energy profile (kcal/mol) for HA. Potential energy profile (kcal/mol) for HA. Potential energy profile (kcal/mol) for HA----abstraction reaction catalyzed by [Cuabstraction reaction catalyzed by [Cuabstraction reaction catalyzed by [Cuabstraction reaction catalyzed by [CuBBBBO]O]O]O]
+2+2+2+2    in both in both in both in both 

quartet quartet quartet quartet (red), reaction (red), reaction (red), reaction (red), reaction ((((5555....6666))))    and doublet (blue)and doublet (blue)and doublet (blue)and doublet (blue),,,,    reaction reaction reaction reaction ((((5555....7777))))    spin surfaces. spin surfaces. spin surfaces. spin surfaces. The reaction coordinate The reaction coordinate The reaction coordinate The reaction coordinate goes goes goes goes 

from from from from     ≈≈≈≈----1.0 Å in reactants 1.0 Å in reactants 1.0 Å in reactants 1.0 Å in reactants totototo    ≈≈≈≈1.0 Å in products 1.0 Å in products 1.0 Å in products 1.0 Å in products in both cases.in both cases.in both cases.in both cases.    

 

Let us now consider the H-abstraction catalyzed by [CuBO]
+1, obtained after ascorbate reduction, 

in order to correct identify the abstracting species as proposed by Kamachi and co-workers.29 The 

H-abstraction catalyzed by [CuBO]
+1 reaction is: 

 +1 +1

B B[Cu O] HA -CA - subs  [Cu OHA]  + CA-subs+ → i  (5.8) 

The reaction coordinate is again: ξ = dCA-HA-dO1-HA, and we have calculated the reaction energy 

profile for both the singlet and triplet spin states. The results are shown in Figure 5.10. As can be 

seen, the triplet spin state is the ground state in reactants and is stabilized by 4.9 kcal/mol with 

respect to the singlet state, which is almost the same as found by Kamachi and co-workers29 (6.5 

kcal/mol). Following the energy profile in the stable triplet state gives an intermediate where the 

abstracted hydrogen forms an OH coordinated to the metal, with activation energy of 4.1 kcal/mol 

and energy difference of -7.1 kcal/mol. These values compare reasonably well with the ones 

obtained by Kamachi and co-workers29 (activation energy 3.8 kcal/mol and energy difference -20 

kcal/mol). The energy profile for the excited singlet spin state is almost the same than the triplet 

one, but the activation energy is reduced to 1.8 kcal/mol and the intermediate formed lays only 
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0.3 kcal/mol higher than the triplet one, as can be seen in the figure. The reaction coordinate 

varies form -1.05 (-1.05) Å in reactants to 1.04 (1.05) Å in products on the triplet (singlet) surface, 

and the Cu-O1, O1-HA, CA-HA and O1-CA distances are 1.80 (1.80) Å, 2.18 (2.17) Å, 1.13 (1.12) 

Å and 3.28 (3.27) Å; and 1.89 (1.90) Å, 0.99 (0.99) Å, 2.03 (2.04) Å and 2.98 (2.97) Å in reactants 

and products on the triplet (singlet) surface, respectively. 

 

 

Figure 5.Figure 5.Figure 5.Figure 5.10101010. Potent. Potent. Potent. Potential energy profile (kcal/mol) for HAial energy profile (kcal/mol) for HAial energy profile (kcal/mol) for HAial energy profile (kcal/mol) for HA----abstraction reaction catalyzed by [Cuabstraction reaction catalyzed by [Cuabstraction reaction catalyzed by [Cuabstraction reaction catalyzed by [CuBBBBO]O]O]O]
++++1111 in both  in both  in both  in both 

singlet (red) and triplet (blue) spin surfaces, corresponding to reaction singlet (red) and triplet (blue) spin surfaces, corresponding to reaction singlet (red) and triplet (blue) spin surfaces, corresponding to reaction singlet (red) and triplet (blue) spin surfaces, corresponding to reaction ((((5555....8888)))).... The The The The reaction coordinate  reaction coordinate  reaction coordinate  reaction coordinate goes goes goes goes 

from from from from ≈≈≈≈----1.01.01.01.0 Å in reactants  Å in reactants  Å in reactants  Å in reactants to to to to ≈1.0≈1.0≈1.0≈1.0 Å in products  Å in products  Å in products  Å in products in both cases.in both cases.in both cases.in both cases.    

 

Finally, we will consider the OH rebound step, in order to correctly complete the operative 

mechanism in PHM and decide whether if the [CuBO]
+1 is also an active oxygenated species.  We 

will study this reaction in all the cases that the OH coordinated intermediate has been formed, 

namely: [CuBO]
+2 in the quartet spin surface and [CuBO]

+1 in both the singlet and triplet ones. The 

rebound reaction can be summarized as follows: 

 +2(1) +2(1)

B B[Cu OHA] CA-subs  [Cu ]  + HA-O1-CA-subs+ →i  (5.9) 

In all cases the reaction coordinate chosen was: ξ = dCA-O1. All the results are shown in Figure 

5.11. Let us start by considering the rebound step for the [CuBOHA]
+2 species in the quartet spin 
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surface. As can be seen, the energy difference for this process is 37.8 kcal/mol, suggesting that 

this reaction is not thermodynamically spontaneous. This fact is in agreement with our previous 

results, which state there must be a spin-inversion electronic process between the quartet and 

doublet potential energy surfaces, being the last one that completes the overall hydroxylation 

reaction for the [CuBO]
+2 species in one step; and with the fact that the hydroxylated formed 

product is 83 kcal/mol less stable in the quartet spin surface. The reaction coordinate varies from 

2.99 Å in reactants to 1.39 Å in products, and the Cu-O1, O1-HA, CA-HA and O1-CA distances 

are 1.86 Å, 1.00 Å, 2.00 Å and 2.99 Å; and 3.37 Å, 0.99 Å, 1.92 Å and 1.39 Å, in reactants and 

products, respectively. However, if we consider the rebound reaction for the [CuBOHA]
+1 species 

the results are quite different. The triplet reactant is only 0.3 kcal/mol more stable, as said before. 

However, the triplet surface has an activation energy of 37.3 kcal/mol, whereas the singlet only of 

5.4 kcal/mol. This fact suggests that in order to form the hydroxylated product, there must also be 

a spin-inversion electronic process between the triplet and singlet potential energy surfaces. 

These results are in agreement with those obtained by Kamachi and co-workers29 (51.4 and 6.5 

kcal/mol for the triplet and singlet surfaces, respectively and presence of a spin-inversion 

process). The energy difference to form the hydroxylated product is of -40.9 kcal/mol in the singlet 

surface. The reaction coordinate varies form 3.00 (3.00) Å in reactants to 1.42 (1.42) Å in 

products for the singlet (triplet) surface, and the Cu-O1, O1-HA, CA-HA and O1-CA distances are 

1.90 (1.89) Å, 0.99 (0.99) Å, 2.06 (2.03) Å and 3.00 (2.98) Å; and 3.29 (3.29) Å, 0.99 (1.02) Å, 

1.98 (2.05) Å and 1.42 (1.42) Å, in reactants and products, respectively for the singlet (triplet) 

surface. These results allow us to conclude that for the rebound step for the [CuBO]
+1 species only 

the singlet state can be mechanistically correct.  
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Figure 5.Figure 5.Figure 5.Figure 5.11111111. Potential energy profile (kcal/mol) for the rebound reaction catalyzed by [Cu. Potential energy profile (kcal/mol) for the rebound reaction catalyzed by [Cu. Potential energy profile (kcal/mol) for the rebound reaction catalyzed by [Cu. Potential energy profile (kcal/mol) for the rebound reaction catalyzed by [CuBBBBO]O]O]O]
++++1111 in both singlet  in both singlet  in both singlet  in both singlet 

(red) and triplet (blue) spin surfaces and by [Cu(red) and triplet (blue) spin surfaces and by [Cu(red) and triplet (blue) spin surfaces and by [Cu(red) and triplet (blue) spin surfaces and by [CuBBBBO]O]O]O]
++++2222 in the quartet spin surface ( in the quartet spin surface ( in the quartet spin surface ( in the quartet spin surface (grgrgrgreeeeenenenen), corresponding to ), corresponding to ), corresponding to ), corresponding to 

reaction reaction reaction reaction ((((5555....9999)))).... The reaction coordinate goes from  The reaction coordinate goes from  The reaction coordinate goes from  The reaction coordinate goes from ≈3.0 ≈3.0 ≈3.0 ≈3.0 Å in reactants to Å in reactants to Å in reactants to Å in reactants to ≈1.4≈1.4≈1.4≈1.4 Å in products in all cases. Å in products in all cases. Å in products in all cases. Å in products in all cases.    

 

Taking all the results described above, we can conclude that the active species responsible for 

the H-abstraction in PHM is probably [CuBO]
+2. This species is formed exothermically and can 

abstract the substrate HA atom with almost zero activation energy yielding the hydroxylated 

product. Finally, a water molecule coordinates to [CuB]
+2 and ascorbate reduces [CuB-OH2]

+2 to 

[CuB-OH2]
+1 which will start another catalytic cycle upon product release. These results allow us to 

suggest the following mechanism involved in PHM, which is schematically shown in Figure 5.12. 

 



Chapter 5: Hydroxylation Reaction Catalyzed by Peptidylglycine Chapter 5: Hydroxylation Reaction Catalyzed by Peptidylglycine Chapter 5: Hydroxylation Reaction Catalyzed by Peptidylglycine Chapter 5: Hydroxylation Reaction Catalyzed by Peptidylglycine αααα----Hydroxylating MonooxygenaseHydroxylating MonooxygenaseHydroxylating MonooxygenaseHydroxylating Monooxygenase    

 

 

143143143143 

 

Figure 5.Figure 5.Figure 5.Figure 5.12121212. Proposed mechanism . Proposed mechanism . Proposed mechanism . Proposed mechanism operativeoperativeoperativeoperative in PHM. in PHM. in PHM. in PHM.    

 

Conclusions 

In this work we have studied the hydroxylation reaction of the Cα of a C-terminal glycine 

catalyzed by PHM, by means of QM-MM computational techniques. Our results regarding the 

calculation of the O2 binding energy to the CuB suggest that molecular oxygen binds to copper to 

obtain the CuB
II-O2

- species and then ET occurs to form the CuB
I-O2

- species because the 

coordinated oxygen has a much higher binding energy in this case, due to a greater π-

backdonation effect. Moreover, the substrate considerably increases the binding energy in CuB
I-

O2
-, due to closer interactions and geometric constraints, suggesting that O2 is prone to 

coordination once the substrate is already placed in the enzymatic active site. These results are 

also in agreement with the rotational barrier calculation of the distal oxygen atom around the CuB-

O bond. Once the O2 binds, leading to a CuB
II-O2

- minimum conformation of 40°, ET occurs to 

form the CuB
I-O2

- species but in an energy maximum conformation, which will subsequently relax 

to one of its minimums, where the oxygen atom is located directly towards the substrate HA. We 

have also identified the most reactive oxygenated species active in PHM, taking particular 

attention to how this species was formed and have shown new insights into the molecular basis of 

the H-abstraction mechanism operative in PHM. We have computed potential energy profiles for 

the H-abstraction reaction for both CuB
II-O2

- and CuB
I-O2

- species, concluding that none of them is 

the responsible for the reaction due to their high activation energies. We have also found, by 

inspecting the potential energy surfaces, that the CuB
II-OOH species is spontaneously formed by 

abstracting a neighbor water proton, but cannot abstract the hydrogen atom from the substrate. 

However, it can spontaneously abstract another water proton to form [CuBO]
+2 with water release. 
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Finally, we have evaluated if this monooxygenated species and the one obtained by prior 

reduction with ascorbate, [CuBO]
+1, were able to promote the substrate H-abstraction. Our results 

show that both species are able to produce hydrogen abstraction. Whereas the [CuBO]
+2 abstracts 

the HA atom concertedly with almost no activation energy and involving a spin-inversion 

electronic process between the quartet reactant ground state and doublet product ground state 

potential energy surfaces, the [CuBO]
+1 abstracts the hydrogen to form an intermediate with OH 

coordinated in the triplet surface with activation energy of 4.1 kcal/mol. However, this intermediate 

continues the reaction by a rebound step, which has activation energy of 5.4 kcal/mol, and also 

involves a spin-inversion between the triplet reactant ground state and singlet product ground 

state potential energy surfaces.   

Taking all these contributions into account, we believe that the active species responsible for the 

H-abstraction in PHM, which is consistent with the experimental results and with the lower overall 

activation energy is [CuBO]
+2. This species is formed exothermically and can abstract the 

substrate HA atom without activation energy forming the hydroxylated product. Finally, a neighbor 

water molecule coordinates and ascorbate reduces [CuB-OH2]
+2 to [CuB-OH2]

+1 which will start 

another catalytic cycle upon product release.  

These results allow us to suggest that the mechanism active in PHM is the one shown in Figure 

5.12. All these insights regarding understanding the catalytic mechanism may be a general 

feature of oxygen-activating metalloenzymes and may apply to other copper oxygen-activating 

enzymes, such as DβM, and to the design of biomimetic complex. 
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Chapter 6: Overview, Conclusions and Perspectives 

 

In this chapter we would like to make a brief overview of the preceding chapters of the thesis, as 

well as a summary of the conclusions obtained for each of the biochemical reactions studied in 

each of them. Finally, we will present some general conclusions regarding the computer 

simulation of chemical reactivity of biological systems, as well as some future perspectives in this 

interesting field. 

 

The aims of our work can by summarized as follows:  

1) Developing a hybrid QM-MM methodology suited for describing chemical reactions in complex 

environments. In order to do so, we have coupled the efficient DFT based SIESTA code for 

describing the electronic structure of the active site together with the Amber classical force field 

parameterization for the rest of the environment. This particular objective was in fact quite 

ambitious, but as can be seen in our results it was successfully achieved. In Chapter 2 of this 

work, we have introduced the theoretical foundations of these kinds of methodologies, paying 

attention to QM and MM schemes and providing a complete description of hybrid QM-MM 

methodologies, with emphasis in the implementation of our SIESTA code. 

 

2) Applying our QM-MM technique to study relevant biological systems. In order to validate our 

QM-MM code, we have started by performing calculations on the well-known Chorismate Murase 

system and in a second place; we have applied our scheme to the investigation of open problems 

in metalloproteins. 

 

In Chapter 3 we have discussed the chorismate to prephenate conversion catalyzed by the 

Bacillus subtilis chorismate mutase. Our results suggests a correct validation of our hybrid code, 

because we have correctly predicted a catalytic activity in the enzyme environment reflected in an 

activation energy difference ( )E ≠
∆ ∆  of 8.5 kcal/mol with respect to the uncatalyzed reaction, 

which compares well with the 8 kcal/mol obtained experimentally. Furthermore, we have 

computed the free energy profile for this reaction obtaining a G
≠

∆  value of 7.7 kcal/mol and an 

entropic effect of -9.0 e.u. also in agreement with the experimental value of -9.1 e.u. 

  

In Chapter 4 we have presented our results for the NO detoxification process performed by 

Mycobacterium tuberculosis truncated hemoglobin N (trHbN), which acts as a NO-dioxygenase 

defense mechanism. Our results suggest that the efficiency of the NO oxidation to nitrate 

depends on the entry of the reactants and on the heme capacity to catalyze the reaction. We have 

identified the opening of a ligand diffusion tunnel that is controlled by the Phe62 gate, forming a 
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complex network of conformational changes. Our results also suggest that the Tyr33-Gln58 pair is 

relevant to the physiological function because it contributes to modulate the O2 and NO affinity 

and alters the essential dynamics of the protein, leading to a mechanism for ligand-induced 

regulation. Thus, O2 binding to the heme should induce compression of Phe62 by the side chain 

of Gln58, in order to open the tunnel long branch, facilitating the capture of NO. This mechanism 

provides a basis to rationalize why NO conversion by oxy-trHbN occurs at a rate faster than O2 

binding to the deoxy protein. Finally, our QM-MM results indicate that the protein catalyzes the 

chemical reactions mainly by means of the heme group, with no significant contributions of the 

protein environment. 

 

Finally, we have investigated the hydroxylation reaction catalyzed by peptidylglycine α-

hydroxylating monooxygenase (PHM) in Chapter 5. Our results suggest that upon O2 binding 

electron transfer occurs to form the CuB
I
-O2

-
 specie because of the more favorable binding energy 

value. Moreover, the substrate considerably increases the binding energy suggesting that O2 is 

prone to coordination once the substrate is already placed in the enzymatic active site. We have 

also shown new insights into the molecular basis of mechanism active in PHM. We have also 

computed potential energy profiles for the H-abstraction reaction in order to identify the most 

reactive oxygenated specie active in PHM. We have concluded that neither CuB
II
-O2

-
 and CuB

I
-O2

-
 

species, nor CuB
II
-OOH can abstract the hydrogen atom from the substrate. Finally, we have 

evaluated if [CuBO]
+2
 or the reduced [CuBO]

+1
 species were able to promote the substrate H-

abstraction, concluding that whereas the [CuBO]
+2
 abstracts the HA atom concertedly with almost 

no activation energy, [CuBO]
+1
 does it in a two-step manner with activation energies of about 5 

kcal/mol each. These facts, allow us to suggest that the active species in PHM is [CuBO]
+2
.  

 

At this point it is interesting to comment some general issues regarding the application of 

computational methodologies to study chemical reactivity in biological processes. In the recent 

years, this approach has become a fundamental tool for elucidating enzymatic reactivity and for 

providing microscopic information hardly accessible by other techniques. In this context, quantum 

mechanics and molecular mechanics techniques have emerged as essential tools in chemical 

research and specifically simulations based in DFT schemes have been widely adopted by the 

scientific community. The methods of choice to describe chemical process that take place in 

complex and large systems are based on hybrid QM-MM techniques. The prime reason for this is 

that enzymatic active sites are limited to a small number of atoms in all enzymes. Thus, the region 

where the chemical events take place can be described by means of an expensive but efficient 

QM scheme, while the rest of the protein can be adequately represented by a MM force field 

parametrization. The use of these QM-MM methodologies for the investigation of chemical 

reactivity in solution and in enzymes has increased enormously in the past years and has shown 

to be a powerful tool as has been discussed in the present work. Under these considerations, it is 
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logical to think that computer simulation schemes, primarily QM-MM methods, are now in a 

position where they can significantly contribute to the elucidation and interpretation of the 

enzymatic chemical reactivity and allow us to describe protein behavior at a molecular level.  

 

What will happen with computer simulation techniques in the near future? Nowadays, they are 

usually employed to complement experimental research, but it is not unlikely to guess that with 

improvements in methodology and faster computational tools, computational methods will 

become a fundamental technique for accessing to chemical mechanisms and microscopic 

detailed information that would not be possible to obtain by any other method. Finally, it is 

interesting to show the following parallelism: quantum mechanics was born at the beginnings of 

the last century, only a hundred years ago. The HF method was developed in the 30’s and DFT in 

the 60’s. However, computer simulations have only become an essential tool in chemical 

research in the last 20 years, due to the development of new and powerful computers. We believe 

that in the next decades there will be a breakthrough in the scientific community, which will move 

their goals to study more complex problems and to develop new and more accurate theoretical 

methods. It is not surprising that these models, called “multi-scale” models,
1-3
 which are being 

used for bridging across disparate length and time scales in large scale numerical modeling and 

simulation of complex physical systems, will become the methods of choice in the near future. 

Thus, a scenario in which computer simulation techniques based in these models are applied to 

describe the behavior of an entire organelle or cell is, in our view, perfectly possible. 
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