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Director de tesis: Dr. Robert Zamenhof
Director asistente: Dr. Daniel Batistoni

Lugar de trabajo: Comisión Nacional de Enerǵıa Atómica
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Resumen

Al igual que en otras formas de radioterapia, el éxito potencial de la Terapia por Captura
Neutrónica en Boro (BNCT) se asocia con la posibilidad de entregar dosis altas a los tumores
y de preservar los tejidos normales. Para lograr este objetivo, BNCT saca provecho de la
alta transferencia de enerǵia de los productos de la reacción 10B(n,α)7Li y de la acumulación
preferencial del boro en las células tumorales. Si bien una fracción importante de la dosis en
BNCT se debe a la interacción del campo de neutrones con el compuesto de boro, la dosis
total es el resultado de distintas radiaciones que actúan en diferentes escalas de longitud. En
consecuencia, tanto los cálculos de dosimetŕia macroscópica tridimensional como el modelado
de la probabilidad de control tumoral son apreciablemente más complejos que en el caso de
la radioterapia convencional. Este trabajo presenta desarrollos prácticos y teóricos sobre
modelado computacional para cálculos de planificación de tratamiento. Asimismo, introduce
un marco teórico que permite incorporar la variabilidad de la relación de concentración de
10B tumor-sangre en los cálculos de dosis absorbidas y probabilidades de control tumoral.
En particular, se desarrolló por primera vez un modelo de probabilidad de control tumoral
que tiene en cuenta dicha variabilidad y posibles inhomogeneidades de dosis en un volumen
tumoral. Además, se elaboró un método novedoso para la determinación de la relación tumor-
sangre. Este método se aplicó en el primer tratamiento de melanoma cutáneo llevado a cabo
en la Argentina.

Palabras clave: BNCT, melanoma, planificación de tratamiento, modelo voxelizado, proba-
bilidad de control tumoral.





DEVELOPMENTS IN COMPUTATIONAL DOSIMETRY AND
TREATMENT OPTIMIZATION FOR BORON NEUTRON

CAPTURE THERAPY

Abstract

As in other forms of radiotherapy, the eventual success of the Boron Neutron Capture
Therapy (BNCT) is associated with the ability of delivering high doses to the tumors while
sparing surrounding normal tissues. To achieve this goal, BNCT takes advantage of the
high LET products of the 10B(n,α)7Li reaction, and the preferential boron uptake by tumor
cells. Although a large fraction of the dose in BNCT is due to the interaction of the neutron
radiation field with the boron compound, the total dose is the result of a combination of radi-
ations acting on different length scales. Therefore, detailed macrodosimetry calculations and
tumor control probability modeling are significantly more complicated than in conventional
radiotherapy. This work presents practical and theoretical developments on computational
modeling for treatment planning calculations, and introduces a comprehensive framework for
incorporating the variability of tumor-to-blood 10B concentration ratios into the calculation
of absorbed doses and tumor control probabilities. Specifically, a tumor control probability
model was developed for the first time, which considers this ratio variability as well as the
possible dose inhomogeneity throughout the tumor volume. In addition, a new approach to
determine tumor-to-blood ratios was presented and applied to the first skin melanoma BNCT
treatment performed in Argentina.

Keywords: BNCT, melanoma, treatment planning, voxel model, tumor control probability.
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Chapter 1

Introduction

1.1 Overview

Cancer is the uncontrolled growth and spread of cells that may affect almost any tissue of

the body. More than 10 million people are diagnosed with cancer every year in the world,

being the second leading cause of death by illness in Argentina.

Skin cancer is an important public health concern. Among the different common types

of skin cancer, cutaneous malignant melanoma is the most aggressive and life-threatening

cancer. The incidence of cutaneous melanoma in the European Community and United

States is 17000 and 50000 new cases per year, respectively [25, 82], and continues to rise

faster than any other malignancy. There is a lack of incidence records in Argentina but

350 deaths are reported per year from this disease [70]. Several factors influence the

survival rate of people who have malignant melanoma. Examples are tumor size, depth of

invasion, tumor thickness, and tumor stage at diagnosis. The average length of survival

is fewer than 13 months, with a survival rate at five years of only 13% for patients with

the highest combination of risk factors [82].

Cutaneous melanoma is generally considered a highly metastatic disease wherein

surgery is the mainstay of treatment due to the lack of an effective systemic treatment.

1
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Surgery is usually reserved for management of primary disease and occasionally lymphatic

spread. Radiation likewise has an important role for a number of patients in the treat-

ment of localized disease. Radiotherapy is used as adjuvant treatment when micro- or

macroscopic residual disease is left in situ and a reintervention is not feasible for medical

reasons, for unacceptable morbidity or for cosmetic limitations, and as a palliative therapy

in cases of local relapses and metastatic disease.

The clinical experience treating melanoma with radiation is mixed. While there is

a widespread belief that melanomas are unusual in their limited response to doses of

radiation that would have had a more pronounced effect on other tumors of similar size, an

increasing number of clinical studies have supported the view that malignant melanoma is

a radioresponsive tumor provided large doses per fraction are applied. Also, some reports

indicate that despite the disseminated nature of this disease, proper local treatment of

patients presenting with local/regional disease may have an improved survival [79].

The limited effectiveness of conventional radiation have prompted interest in the use

of Boron Neutron Capture Therapy (BNCT) to treat melanoma. Conventional radiation

therapy involves the use of high-energy X-rays or electron beams. This form of radia-

tion is termed “sparsely ionizing” and is described as having a low linear energy transfer

(LET) since the energy depositions in tissue as ionizations are spatially infrequent. A

higher absorbed dose to tumor relative to normal tissue is achieved by precise geometric

target localization, judicious computer-aided treatment planning and accurate beam de-

livery systems [49]. Neutron Capture Therapy (NCT) is a technique that was designed

to selectively target high LET heavy charged particle radiation to tumors at the cellular

level. The concept of NCT was first proposed shortly after the discovery of the neutron

by Chadwick in 1932, and the large thermal neutron capture cross-section of the natu-

rally occurring isotope 10B by Goldhaber in 1934. Goldhaber discovered that 10B had

an unusually high avidity for absorbing slow or “thermal” neutrons (energy < 0.5 eV).

Immediately after capturing a thermal neutron 10B briefly becomes 11B, then immediately
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Figure 1.1: Boron neutron capture reaction 10B(n,α)7Li∗. The densely ionizing particles
have a combined range in tissue of ∼ 12−14 µm, comparable with cellular dimensions. The
reaction releases an average of 2.79 MeV per neutron capture.

disintegrates into an energetic alpha particle back to back with a recoiling 7Li ion. As

depicted by Fig. 1.1, these densely ionizing particles have a combined range in tissue

of ∼ 12 − 14 µm (comparable with cellular dimensions) and a combined average kinetic

energy of 2.34 MeV.

Gordon Locher first proposed the principle of BNCT in 1936 [65]. He postulated that

if boron could be selectively concentrated in a tumor and the volume was then exposed to

thermal neutrons, a higher radiation dose to the tumor relative to adjacent normal tissue

would result. In this way, targeting is primarily accomplished by selectively concentrating
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the boron drugs in the tumor rather than by aiming the beam. Therein lies the rationale

for the clinical implementation of the concept of BNCT.

The Massachusetts General Hospital and the Brookhaven National Laboratory con-

ducted in the 1950s and 1960s, the first clinical trials to treat primary high-grade brain

tumors -glioblastoma multiforme (GBM)- using thermal neutrons [88]. Due to poor se-

lectivity of the boron delivery agents and the shallow penetration of the thermal neutron

beams from nuclear reactors, these initial trials failed to demonstrate significant prolonga-

tion of life or any evidence of therapeutic efficacy. However, the development of new boron

compounds that yielded more favorable tumor-to-normal tissue concentration ratios and

more penetrating beams (epithermal beams) renewed the interest in BNCT.

The initial human clinical experience irradiating patients with melanoma took place

in Japan under the direction of Y. Mishima. After the successful basic research of 13

years, this group started in 1987 the first clinical trial of melanoma using the amino acid

p-boronophenylalanine (BPA) as a boron carrier, and the thermal neutron facility of the

Kyoto Research Reactor [31]. Since melanoma cells synthetise melanin, the concept was

to incorporate 10B into a melanin precursor such as the phenylalanine. BNCT trials in

Japan have shown a 73% complete response rate in cutaneous melanoma, which seems

encouraging for a disease with an ominous prognosis [30].

Motivated by these promising results together with the positive experience of the

melanoma program in the United States [68], a Phase I/II1 clinical trial for treating cu-

taneous melanomas with BNCT was designed in Argentina by the Comisión Nacional de

Enerǵia Atómica (CNEA), and the medical center Instituto Roffo. In 2003, after seven

years of preparation and basic research, the CNEA BNCT research group commenced

the clinical trials of BNCT for peripheral melanomas. The protocol involves single ad-

ministrations of boronophenylalanine-fructose boron compound (BPA-F) [20], followed

1Phase I trial: dose finding study where the primary objective is to determine the Maximum Tolerable
Dose of the treatment, and to define the toxcities of the treatment. Phase II trial: tests the ability of the
treatment to produce measurable tumor shrinkage in a small to medium sized group of patients, all with
the same kind of advanced cancer.
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by single fraction mixed neutron beam irradiations using the BNCT facility of the RA-6

reactor located at the Centro Atómico Bariloche (CNEA, Argentina) [13, 14].

1.2 Clinical dosimetry of BNCT

In BNCT medical physics, the generally accepted neutron energy classification is as fol-

lows: thermal neutrons, E ≤ 0.5 eV; epithermal neutrons, 0.5 eV < E ≤ 10 keV; fast
neutrons, E > 10 keV.

The neutron capture reaction 10B(n,α)7Li requires a neutron in the thermal energy

range, i.e. energies lower than 0.5 eV. Two different neutron beams are commonly used

in BNCT, named thermal and epithermal beams. Thermal neutrons are attenuated ex-

ponentially as a function of depth in tissue, primarily by capture in hydrogen. Since for

a uniform 10B distribution the boron dose profile follows the thermal neutron flux, their

therapeutic benefit is limited to very shallow depths. Thus, thermal neutron irradiations

have been used for melanoma treatments in the skin [29], as well as with open craniotomy

for glioma treatments [45]. Unlike thermal neutron beams, an epithermal beam entering

tissue creates a radiation field with a maximum thermal flux at a depth of 2-3 cm, which

drops exponentially thereafter. Thus, the current trend for treatment of patients with

deep-seated brain tumors is to use epithermal neutron beams. In addition to thermal

and epithermal neutron beams, a mixed thermal and epithermal -named hyperthermal -

neutron beam has been developed at the RA-6 reactor, CNEA, Argentina [7, 13]. RA-6

is a pool-type reactor that has been designed to obtain a thermal neutron flux peak of

about 1.0 x 109 cm−2 s−1 at approximately 1 cm depth. Since the hyperthermal beam

configuration provides a boron dose profile that peak at shallow depths into the tissue,

this beam is expected to inure to the benefit of surface tumor treatment.

Linear energy transfer (LET) is a measure of the density of the ionizations produced as

radiation penetrates tissue. The radiation field produced in tissue during BNCT consists

of a mixture of components with different LET characteristics. In addition to the high-
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LET products of the 10B(n,α)7Li reaction, the interaction of the neutron beam with the

nuclei of elements in tissue will deliver an unavoidable, nonspecific background dose, from

a mixture of high- and low- LET radiation components, to both tumor and normal tissue

[20]. For treatment planning and dosimetry purposes, the combination of the different

LET radiations present in the mixed radiation field of BNCT is generally divided according

to their source into four primary dose components, namely, the boron dose, thermal

neutron dose, fast neutron dose, and photon dose.

As previously discussed, the boron dose is the result of slow neutrons (nth) interacting

with 10B atoms in tissue. When a 10B nucleus captures a thermal neutron, it forms an

excited state of 11B which immediately fissions into a 7Li nucleus (T1/2 ∼ 10−13s) and an
alpha particle (4He). The boron capture reaction releases an average of 2.79 MeV per

neutron capture. The recoiling alpha particle and lithium ion carry away an average of

2.34 MeV in the following manner:

10B+ nth → 7Li (0.84 MeV) + 4He (1.47 MeV) + γ (0.48 MeV) (93.7%)

10B+ nth → 7Li (1.01 MeV) + 4He (1.78 MeV) (6.3%)

where the branching indicates that the reaction product 7Li may be left either in its

ground state or in its first excited state at 0.48 MeV. The excited lithium nucleus quickly

returns to its ground state (T1/2 ∼ 10−13 s) with the emission of 0.48 MeV gamma ray.
About 94% of all reactions lead to the excited state and only 6% to the ground state

[58]. In either case, the reaction products are highly ionizing with initial LET values in

tissue of 180 to 370 keV/µm. The lithium ion and alpha particle lose their energy over

distances less than 10 µm: 4 (4.5) µm for the 7Li nucleus and 7.5 (9.2) µm for the alpha

particle in the case of 7Li∗ (7Lig.s.). These distances are in turn less than the diameter of

most mammalian cells. The selection of 10B over other isotopes in NCT is related with

its large cross section, 3839 barns at 0.0253 eV, its high natural isotopic abundance of

19.8%, and the short range of the resulting reaction products. Also, boron is also available

10B-enriched to values greater than 90%.
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Figure 1.2: In-depth RA-6 reactor dosimetry computed for the cylindrical phantom. As-
sumed 10B cocentrations: 8.5 ppm for normal tissue (NT), and 20 ppm for tumor (T).
Biological effectiveness factors: Neutrons, 3; Photons, 1, Tumor 10B, 3.8; N. Tissue 10B, 2.5.

The thermal neutron dose primarily arises from the 14N(n, p)14C thermal neutron

capture reaction, which releases a high-LET proton with an energy of 590 keV. Contam-

inating fast neutrons in the beam (those with energies > 10 keV) principally produce

high-LET recoil protons with similar average energy through elastic collisions with hy-

drogen nuclei, i.e. 1H(n, n0)1H, in tissue. Other neutron reactions may also contribute to

the fast neutron dose such as the recoils of heavier nuclei (e.g., 12C, 16O and 31P). The

photon dose component originates from two sources: contaminating photons produced

in the beam structure (incident photon dose), and 2.2 MeV prompt gammas produced

by neutron capture in the target, principally by the 1H(n, γ)2H reaction in tissue (in-

duced photon dose). Figure 1.2 illustrates the complexity of BNCT dosimetry showing
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the various dose components of the RA-6 neutron beam along the beam axis as a function

of depth in a cylindrical water phantom. The depth-dose characteristics of the curves

for the 10B(n,α)7Li and 14N(n, p)14C reactions are similar, each being dependent on the

thermal neutron flux. The total photon dose has a broader depth-dose profile due to the

greater penetration range of photons. The fast neutron dose is highest at the surface and

decreases exponentially as the fast neutrons are attenuated. Although the relatively low

concentration of 10B compared to isotopes naturally present in tissues (e.g., 1H and 14N),

the boron dose often dominates other dose components. For 10B concentrations of ∼ 100
µg/g, the probability of neutron capture by 10B equals that of the natural components in

tissue. However, due to the large local energy release in the boron reaction, the minimum

requirement for effective BNCT was estimated to be ∼ 20 µg/g or ∼ 109 atoms/cell.

Due to the high density of ionizations produced along the particle track, high-LET

radiation generates more damage in biological systems than an equal physical dose (in

Gy) of low-LET radiation. Dose components with different LET characteristics will have

different degrees of biological effectiveness with regard to tumor and to the various normal

tissues within the treatment volume. To express the total BNCT dose to a given tissue

in a common, photon-equivalent unit, each of the high-LET dose components (physical

dose in Gy) is multiplied by an experimentally determined biological effectiveness factor.

For the non-boron dose components, these factors are known as the relative biological

effectiveness factors (RBEs) and are defined as the ratio of doses of a reference radiation

(generally cobalt-60 gamma rays) to a test radiation that will produce the same biological

endpoint in a given system. In the case of the boron dose component, the biological

effectiveness factor is termed compound biological effectiveness (CBE) because it depends

not only on the LET of the boron reaction products, but also on the on variations in the

microdistribution of different boron compounds, and of the same boron compound in

different tissues. The total photon-equivalent BNCT dose can then be expressed as the

sum of the biological effectiveness-corrected physical absorbed dose components, using a
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unit defined as the Gray-Equivalent (Gy-Eq) or RBE Gy.

Owing to the different radiation transport characteristic of the four dose components,

dosimetry calculations in BNCT are more complicated than in conventional photon ther-

apy. In the case of high-energy x-rays, the accurate modeling of the radiation field in

the subject’s body is based on a combination of calibration measurements performed in

cubical water phantoms together with empirically derived correction factors to account

for incident body surface curvature, off-axis dose profile behavior, and the effect of in-

ternal inhomogeneities. In the case of BNCT, the complex radiation dose field demands

to use deterministic transport methods solved by numerical techniques (e.g., discrete-

ordinates method), or statistical simulation methods (e.g., Monte Carlo). Although de-

terministic methods may be applicable to derive the patient’s dosimetry, the Monte Carlo

stochastic simulation method predominates in BNCT treatment planning systems (TPS)

[16, 37, 62, 78, 90].

In the 1990s, the Harvard-MIT BNCT group developed a TPS for boron neutron

capture therapy called MacNCTPlan. As part of preparation for the melanoma clinical

trials in Argentina and subjected to the collaboration between CNEA and Harvard-MIT

BNCT programs, this TPS was thoroughly benchmarked by CNEA [36]. This code was

also compared by other groups [40, 93] to the BNCT rtpe [77] and SERA [78] treatment

planning systems. These studies along with the routine use of MacNCTPlan in Phase I

BNCT trials at Harvard-MIT [12, 81] revealed some limitations and deficiencies of this

system, principally associated with the geometry modeling technique based on the voxel

reconstruction method [74].

The voxel reconstruction method or “voxel model” is a common method employed

in BNCT to generate the description of the geometry that will be used for the Monte

Carlo simulation. Briefly, it consists in the partitioning of the geometry described by

medical images into units of regular size. Each unit, known as voxel or cell, is filled

with a homogeneous material. Some investigators have studied the influence of the voxel
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size and material homogenization in dosimetry calculations. As a general conclusion, a

voxel size of 1 cm3 is acceptable for clinical-like geometries. However, the voxelization

process may lead to inaccurate dose estimations in surface areas. Up to now, the only

proposed solution to this problem was to reduced the voxel size. The drawback is that

the downsizing of the voxel considerably increases memory usage, and more importantly,

execution times [40, 62].

The main objective of the present work regarding computational dosimetry is to in-

troduce a modified analytical approach for accurately computing the material-map of

the anatomical region from medical images, and to develope a novel strategy to improve

the prediction within the first millimeters of the model surface without any detriment of

execution times.

1.3 BNCT macrodosimetry: other important topics

As in other forms of radiotherapy, the eventual success of the Boron Neutron Capture

Therapy is associated with the ability of delivering high doses to the tumors while sparing

surrounding normal tissues. To achieve this goal, this radiotherapy takes advantage of

the high LET products of the 10B(n,α)7Li reaction, and the preferential boron uptake by

tumor cells [2, 20].

In the BNCT clinical trials currently underway, boron dose is evaluated assuming a

homogeneous distribution of the boron atoms in the different parts of the tissues of inter-

est and in the different sub-cellular structures. It is recognized that this is an important

operational assumption, but no alternative approach is nowadays possible [49]. Boron con-

centration in peripheral blood is the only measurable quantity during patient treatment.

The tissue boron concentration is then derived from tissue-to-blood 10B concentration

ratios previously obtained for different tissues from animal experiments and patient ob-

servations [11, 18, 24, 31, 64, 69]. In these kinetic studies, biopsy specimens are resected

for boron analysis after the boron compound administration, and in some cases, surgery
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must be performed to obtain tissue samples. This technique of estimating the tissue-to-

blood ratios is the most natural and direct. However, it is costly, time-consuming, and in

the case of human studies, invasive for the patients.

In BNCT clinical trials mediated by the administration of BPA-F complex, the esti-

mate of the boron concentration in tumor relies on the assumption that its level can be

described as a single static ratio. Some authors have reported that static tissue-to-blood

uptake ratios do not completely reflect the dynamic 10B loading and washout behavior

expected in tumor and normal tissues [55]. However, Fukuda et al. [31] measured skin-to-

blood and tumor-to-blood ratios in melanoma patients, and observed a relatively constant

value during 6 hours after the end of the boron compound infusion. This assumption as

well as the single value for the ratios have been accepted and applied so far, due to the

difficulty and complexity of in vivo quantification of the boron concentration in different

tissues and volumes during the treatment.

Under this scenario, it is then usual to consider a single value of the tumor-to-blood

ratio in order to compute absorbed doses and tumor control probabilities in BNCT treat-

ments. The single value that is used in these cases is generally the arithmetic mean of

some set of experimental measurements. Due to measurement uncertainties and biological

diversity, a description of the tumor-to-blood ratio as a random variable would be more

realistic. Since the dose depends linearly on the ratio, the computation of the expected

absorbed dose as the dose corresponding to that single value of the ratio is adequate.

However, a good description of the distribution of ratios is necessary to compute confi-

dence intervals for the dose, and to describe the probability distribution of possible doses.

Moreover, as observed by Culbertson et al. [22], the behavior of tumor control probabil-

ity (TCP ) with respect to the dose is highly nonlinear, which makes the computation of

these probabilities from a single value of the ratio very questionable. In addition to the

tumor-to-blood ratio variability, the dose inhomogeneity over the target volume may also

affect the tumor control probability. In conventional radiotherapy, many efforts are made
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to deliver an almost uniform dose to tumors (i.e., the target volume should be included

within the 95% isodose surface). Since under this condition the average absorbed dose is a

representative dose of the target volume, most TCP models do not need to deal with large

dose inhomogeneities. On the contrary, the dose distribution in BNCT varies significantly

with depth, and then, the dose uniformity condition is virtually impossible to achieve,

particularly in large tumor volumes [59]. For a typical BNCT treatment, the maximum

and minimum values of the tumor dose distribution differ significantly (typically, more

than 20%). In these cases, the average dose is generally used as a representative value.

The TCP is then computed as if the dose in the tumor were uniformly equal to the av-

erage dose. This procedure can lead to very inaccurate results, as will be shown in the

present work.

This thesis presents a non-invasive predictor of tumor-to-blood 10B concentration

based on the clinical outcome of BNCT treatments, and introduces a comprehensive

framework for incorporating the variability of the tumor-to-blood ratios into the calcu-

lation of absorbed doses and TCPs. Furthermore, a tumor control probability model is

presented in BNCT for the first time, which considers the effect of the ratio variability as

well as the possible dose inhomogeneity over tumor volumes.

1.4 Objectives

Boron Neutron Capture Therapy is a form of radiotherapy that poses a unique challenge

for optimizing the treatment of each individual patient. Since the radiation dose field

combines high and low-LET radiation acting on different length scales, detailed three

dimensional dosimetry calculations as well as tumor control probabilities estimations are

significantly more complicated than in conventional external beam radiotherapy. This

thesis aims to contribute to the knowledge in this field, presenting practical and theoretical

developments on the computational modeling for treatment planning calculations, and

also, a methodology for calculating absorbed doses and tumor control probabilities under
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conditions of variable tumor-to-blood ratios and inhomogeneous tumor doses.

1.5 Organization

This work is organized in the following manner. Chapter 2 reviews concepts on compu-

tational dosimetry and Monte Carlo methods for radiation transport, and describes the

physical and mathematical principles, architecture and operation of the MacNCTPlan

Treatment Planning System. Techniques towards in vivo boron quantification are also

discussed.

In Chapters 3 and 4, a detailed analysis of the performance of the voxel reconstruction

method for a fixed voxel size of 1 cm3 is carried out. Chapter 3 introduces the limitations

of the MacNCTPlan geometry modeling technique and presents a new algorithm for the

voxel model, named NCTPlan voxel model. The verification and clinical validation that

provides details of the algorithm’s accuracy and demonstrate its clinical usability are

also described in this chapter. These procedures are conducted using both numerical

and experimental standard reference tests. Chapter 4 presents a theoretical analysis of

the voxel method on surface boundary regions and proposes a novel strategy to improve

the prediction within the first millimeters of the model surface without any detriment of

execution times.

Chapter 5 reports on the first skin melanoma treatments performed at the RA-6 BNCT

facility. Results of those treatments that are specifically used in the following chapters

are described in detail. Since clinical trials involved different areas of preparation, the

main foci of beam design, physical dosimetry, and treatment planning approach are dis-

cussed, including a description of the BNCT procedure in Argentina. In Chapter 6, a

new approach to determining the tumor-to-blood 10B concentration ratio is presented. It

consists of a maximum likelihood estimation from the clinical outcome of a BNCT treat-

ment. The method is applied to the first skin melanoma BNCT treatment performed in

Argentina, and the results are compared to experimental data. A comprehensive frame-
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work for incorporating the variability of the tumor-to-blood ratios into the calculation of

absorbed doses and TCP in BNCT treatments is described in Chapter 7. Also, a tumor

control probability model is presented, which considers the effect of the ratio variability

as well as the possible dose inhomogeneity throughout the tumor volume. The introduced

concepts are applied to cases of malignant melanomas, and are illustrated in the first

BNCT treatments of skin melanoma carried out in Argentina. Conclusions and future

investigations are presented in Chapter 8.

A list of acronyms is provided in Appendix A. Auxiliary computations and numerical

simulations related to Chapter 4 are described in Appendices B and C, respectively.

Appendix D provides mathematical developments for Chapter 7.



Chapter 2

Background

2.1 Computational dosimetry and treatment plan-

ning

As mentioned in Chapter 1, BNCT is a complex form of radiotherapy since the mixed

dose field of high and low-LET radiation acts on different length scales ranging from a

few microns to various centimeters. Thus, dosimetry calculations are significantly more

complicated than for conventional radiotherapy approaches.

The mathematical description of the transport of neutrons through matter comprises

the solution of the integrodifferential form of the transport equation. Although this

equation provides the exact description of the particle density in the phase space, it

is virtually impossible to find an explicit solution even for relatively simple geometries.

The complexity of the problem usually demands to use deterministic transport methods

solved by numerical techniques (e.g., discrete-ordinates method), or statistical simulation

methods (e.g., Monte Carlo) [27].

Among the discretization techniques used historically in neutron transport modeling,

mesh representations and homogenization methods provided satisfactory solutions, but

with an unavoidable loss of fine-scale information [73, 74]. However, it will be shown

15
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in subsequent chapters that the degree of accuracy of these methods can be improved if

physical and geometrical information is appropriately managed in the generation of the

model.

Treatment planning systems (TPS) based on Monte Carlo methods appeared as the

principal candidate tool in BNCT [57, 77, 78, 94, 95]. Monte Carlo calculations allow

treating the complex radiation transport problem accurately, tracking millions of parti-

cles and computing each dose component. Currently, there are several developments of

planning codes either based on Monte Carlo or deterministic methods [16, 37, 53, 57, 60,

62, 78, 83, 90]. However, only a few of these systems have been used clinically in the USA,

Europe, Argentina and Japan, and all of them are Monte Carlo-based codes: 1) MacNCT-

Plan [57, 94], and its successor NCTPlan [37], developed by CNEA (Argentina) and the

Beth Israel Deaconess Medical Center (USA), 2) BNCT rtpe [77], and its successor SERA

[78], developed by Idaho National Energy and Engineering Laboratory in collaboration

with Montana State University (USA), and 3) JCDS [62], developed by Japan Atomic

Energy Research Institute (JAERI).

As part of the preparation for melanoma clinical trials in Argentina, the MacNCTPlan

TPS was thoroughly benchmarked by the CNEA Treatment Planning Group in 1999

[36]. This code was also compared by other groups to the BNCT Rtpe [40] and SERA

treatment planning systems [93]. In short, the result of these studies and the routine

use of MacNCTPlan in Phase I BNCT trials at Harvard-MIT [12, 81], revealed some

limitations and deficiencies of the this system, principally associated with the geometry

modeling technique, thus motivating new developments on the computational model for

treatment planning calculations.

This section describes the physical and mathematical principles, architecture and oper-

ation of the Monte Carlo-based treatment planning systemMacNCTPlan for the computa-

tional macrodosimetry in BNCT. Since the Monte Carlo engine utilized by MacNCTPlan

is the general-purpose M
¯
onte C

¯
arlo N

¯
-P
¯
article code MCNP [8], a brief discussion of the
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Monte Carlo method as well as MCNP code is also included.

2.1.1 Monte Carlo Method for radiation transport and MCNP

The Monte Carlo method is simply a numerical method that can be used to duplicate

theoretically a statistical process such as the interaction of nuclear particles with materials.

In particle transport, the Monte Carlo technique is a theoretical experiment that consists

of actually following each of many particles from a source throughout its life to its death in

some terminal category, i.e. absorption, escape, etc. The individual probabilistic events

that comprise a process are simulated sequentially. The statistical sampling process is

based on the selection of random numbers, and probability distributions governing events

are randomly sampled using transport data to determine the outcome at each step of the

particle life [8].

By contrast to deterministic transport methods, Monte Carlo does not solve an explicit

equation, but rather obtains answers by simulating individual particles and recording

some aspects (tallies) of their average behavior. The average behavior of particles in

the physical system is then inferred (using the central limit theorem) from the average

behavior of the simulated particles. Monte Carlo in radiation transport can be described

as follows. Initially, the computer code randomly select the initial particle position and

velocity vector based on information about the user-supplied particle source. The source

model is generally described by spatial, energy and angular distributions (e.g., the case

of the hyperthermal RA-6 beam at the reactor port). Next, numbers between 0 and 1 are

selected randomly to determine what (if any) and where interaction takes place, based

on the rules (physics) and probabilities (transport data) governing the processes and

materials involved. For example, if a neutron collision occurs as a first event, the neutron

is scattered in a direction selected randomly from the physical scattering distribution. If

a photon is also produced, then it is temporarily stored, or banked, for later analysis.

When a capture or fission reaction occurs as a second event, the incoming particle is no
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longer tracked, thus resulting in the termination of the neutron history and the birth of

two or more outgoing particles. Stored particles are retrieved from the bank in such a

way that the last particle stored in the bank is the first particle taken out. The tracking

of a particle is ended if it is captured or escapes out of the defined geometry. If enough

particles are tracked in this way, estimates of particle flux in a given region of space can be

computed, which then can be modified by fluence-to-dose conversion factors (i.e., kerma

factors [1]) to produce estimates of dose.

MCNP is a general-purpose Monte Carlo code that has the ability to transport neu-

tron, photon, electron, or coupled neutron/photon/electron fields through an arbitrary

three-dimensional configuration of materials in geometric cells bounded by first- and

second-degree surfaces and fourth-degree elliptical tori. It uses continuous-energy nu-

clear and atomic data libraries. For neutrons, all reactions given in a particular cross

section evaluation (such as ENDF/B [86] and ENDL [48]) are accounted for. Thermal

neutrons are described by both the free gas and thermal scattering S(α,β) models. For

photons, the code takes account of incoherent and coherent scattering, the possibility of

fluorescent emission after photoelectric absorption, absorption in pair production with

local emission of annihilation radiation, and bremsstrahlung. A continuous-slowing-down

model is used for electron transport that includes positrons, k x-rays, and bremsstrahlung

but does not include external or self-induced fields [8].

The first version of MCNP was released by Los Alamos National Laboratory in 1963

as a natural consequence and extension of Enrico Fermi’s work done pre and during World

War II. Currently, it represents over 45 years and 500 person-years of development at Los

Alamos. There are over 3000 active user of MCNP spread all over the world. By virtue

of it various implementations along with its continual development, MCNP is a well-

benchmarked code extensively validated against experimental data, with a broad scope

and far-reaching functionality. As such, it was considered a powerful computational tool

for applications to BNCT both in the areas of patient dosimetry and neutron beam design.
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2.1.2 MacNCTPlan Treatment Planning System

As previously described, MCNP was conceived to handle a broad range of calculations

and it provides the user almost complete control over various input parameters such as

particle source, geometry modeling, cross-section data, etc. To describe the shape of

the three-dimensional regions through which the particles are to be transported, MCNP

utilize user-defined materials in geometric cells bounded by planes, cylinders, ellipsoids,

etc. These surfaces are defined by supplying coefficients to their analytic equations or,

for certain types of surfaces, known points belonging to them. Cells are then described

as the intersections, unions, and complements of the regions bounded by the surfaces.

Although MCNP gives the user the flexibility of defining geometrical regions from

all the first and second degree surfaces of analytical geometry and elliptical tori, and

combining them with Boolean operators, it is very difficult to accurately describe the

human anatomical structures with these simple surfaces. In an effort to model the patient

geometry as accurate as possible for BNCT calculations using MCNP, Zamenhof et al.

[94] proposed for the first time to use a mesh or voxel representation of the patient

geometry created from medical images. Thus, in 1996 they introduced the first version

of the Monte Carlo-based treatment planning system for boron neutron capture therapy,

called NCTPlan [94], based on the voxel reconstruction technique coupled to the general-

purpose Monte Carlo code MCNP. The original version of the NCTPlan code, written

in FORTRAN on a VAX platform under the VMS operating system, was used to plan

irradiations for four subjects who completed a Phase I BNCT protocol for melanoma of

the extremities at Harvard-MIT [43]. Owing to the experience gained in its use, a number

of limitations were identified which led in 1997 the Harvard-MIT program to rewrite the

code in a Power Macintosh platform using Pascal units nested within the image processing

code NIH-image [57, 95]. The new version of the code, called Macintosh Neutron Capture

Therapy Plan (MacNCTPlan), was extensively used to plan irradiations for glioblastoma

multiforme (GBM) and melanoma patients at Harvard-MIT [95, 81], and also for GBM
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patients at Rez, Czech Republic [10]. What follows describes in detail the concepts and

design of the code.

Geometry modeling technique

The reconstruction technique that is used by the MacNCTPlan system to create the

Monte Carlo model is based on the voxel reconstruction method. This method uses the

information provided from a set of computed tomography (CT) scans of the subject´s

relevant body part, typically acquired as 125 contiguous 2 mm images from a helicoidal

CT scanner.

In this technique, each plane of medical image data is partitioned into squares of

regular size before being mathematically stacked to construct a large three-dimensional

array of 21× 21× 25 cells (or voxels) of 1 cm3 each. In order to assign an homogeneous
mixed material in a single voxel, the four primary material types, i.e. air, bone, and both

tumor and normal tissue (soft tissues), are averaged by volume. The image segmentation

into these primary materials is carried out applying a thresholding process. From a large

region of interest containing areas of contiguous normal tissue, bone and air, a Hounsfield

Unit (H) frequency histogram is constructed. Based on the threshold H values selected

from the frequency histogram and tumor volume outlines drawn by the user, the algorithm

of the voxel method examines every pixel of each CT image, and automatically assigns

the corresponding material type to each one. Although tumor and normal tissues are

differentiated according the tumor outlines, both tissues are assumed to have the same

elemental composition the only difference being the 10B content. The number of pixels

contributing to a single cell depends on the in-plane pixel dimensions and the image

width. For typical values of these parameters (about 1 mm and 2 mm, respectively),

500 to 1000 pixels contribute to a 1 cm3 cell. Thus, the number of pixels of a specific

material type will give the proportion of that primary material in a cell. The composite

admixtures of tumor, normal tissue, bone and air characterizing each of these cells are
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Figure 2.1: Voxel model of a lower part of the leg and foot.

defined as “mixed materials”. To avoid the large number of different mixed materials that

can result from this process (for example, with 500 pixels and four primary materials there

are approximately 21 million possible combinations), the algorithm rounds the proportion

of each primary material off to the nearest 20% volume increment. In this way, the number

of possible mixed materials for each 1 cm3 cell is reduced to 56.

Figure 2.1 shows an example of the voxel model for a lower part of a leg and foot.

The final result of the voxel reconstruction method is a heterogeneous multi-material

mathematical model, consisting of 11025 cells enclosed in a parallelepiped box (in example,

cells containing air are not shown). This array is ready for downloading into the Monte

Carlo simulation code. MacNCTPlan graphical interface allows the user to examine the

voxelized model, indicating the material mixture assigned to every cell.
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Particle transport simulation and dose determination

In MCNP runs, one of the parameters to define the particle source is the beam direction.

In MacNCTPlan TPS this is carried out selecting the entrance and exit points of the

beam on a graphical window that displays, simultaneously, two orthogonal slices through

the CT image set.

When the voxel model of the anatomical body part has been computed, information

regarding the description of materials and selection of cross section evaluations, the lo-

cation and characteristics of the neutron and photon sources, and the type of answers

or tallies desired must be supplied into the MCNP input deck file. Since this file has a

specific format, all the data is converted into the standard format required by MCNP

code using a FORTRAN program called MPREP.

As mentioned in section 1.2, BNCT demands the use of both neutron and photon

sources. Then, two separate simulations are required because MCNP can only start

one type of particle per simulation. In the case of neutron transport simulation, pho-

ton production by neutron interactions is handled by a photon production segment of a

cross section file. Among the eight classes of nuclear data tables that exist for MCNP,

continuous-energy neutron interaction data, photon interaction data, and S(α,β) neutron

thermal data are used in BNCT problems. The continuous-energy data tables provides a

grid that is sufficiently dense that linear-linear interpolation between points reproduces

the evaluated cross sections within a specified tolerance that is generally 1% or less. To

account for the molecular binding effects of hydrogen in biological materials such as those

present in BNCT, the S(α,β) thermal neutron scattering treatment for hydrogen in light

water at 300 K is used. This treatment is of critical importance in modeling neutron ther-

malization since at neutron energies below several eV, the neutron energy is comparable

to the thermal energy of the target atom as well as to its chemical binding energy. Then,

while the thermal motion of the target alters the effective scattering cross section and the

energy transfer to or from the incident neutron, the chemical binding affects the recoil of
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the target nucleus and thus influences the energy and angle of the outgoing neutron.

The tissue elemental composition of the primary materials used for particle transport

are taken from the ICRU 44 and 46 reports [50, 51], and in the case of air, from the

composition described by Chadwick et al. [17]. When treatments plans are computed

for the head, tumor and normal soft tissue are both assumed to have the elemental com-

position of adult whole brain, and bone, the elemental composition of skeleton-cranium.

When treatment plans are computed for other regions such as legs, tumor and normal

soft tissue are assumed to have the adult muscle composition, and bone, the adult femur

composition.

As described above, tumor and normal tissues are differentiated according to their

10B content. The explicit inclusion of the 10B in the Monte Carlo model influences the

radiation transport, accounting for the depression of the thermal neutron flux and its

natural effect on the 10B and thermal neutron dose components.

MCNP allows for particle sources of various shapes with a variety of energy, posi-

tion and angular distributions. However, in order to avoid geometry errors, the source

specification in MacNCTPlan is limited to a distribution on a plane surface from which

particles are started. Typically, this distribution is represented by spatial, angular and

energy coupled probability distributions, and corresponds to the neutrons (or photons)

coming out the reactor at the beam port. The source modeling demands multiple Monte

Carlo runs simulating the reactor core and the surrounding structures, and a subsequent

transport of neutrons and photons through the filter elements of the beam line.

For purposes of BNCT, MCNP is used to produce estimates of the particle flux in a cell

by calculating the track lengths per unit time and volume in that region (F4 tally type)

[8, 15]. To compute dose-rate values in every cell of the voxel representation, the particle

flux tallies are modified by energy-dependent response functions which convert the average

flux in a cell to the average dose rate for a given material either explicitly or implicitly

specified in the model. As described in ICRU Report 63 [52], these response functions
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for neutrons and photons are the fluence-to-kerma coefficients that account for the initial

kinetic energy of all those primary charged particles released by uncharged particles. Once

the average flux or dose in a cell is computed, it is assigned to the geometrical center of

the voxel. The coarse flux/dose matrix that result from this procedure is then used to

interpolate data in all the volume.

Dose calculations in the voxel model are performed with the assumption that charged

particle equilibrium (CPE) conditions are satisfied everywhere in the geometry [1]. Under

this assumption, dose is approximated by kerma. For the 1 cm3 voxels, the CPE condition

is readily fulfilled for neutrons of low to moderate energies such as those present in a

typical BNCT beam. In the case of photons, CPE condition does not hold for interfaces

(i.e., build-up regions), and the actual dose delivered is lower than the corresponding

kerma value [1]. Nevertheless, with the assumption of CPE, the photon dose in the

first few millimeters of tissue close to the interface with air will be overestimated by the

simulation, which in a sense constitutes a conservative position in terms of normal tissue

dose tolerance.

The neutron kerma factors usually used in BNCT are calculated from the kerma data

in ICRU Report 63 and JENDL-3.2 cross sections and reaction Q-values [52, 75]. On

the other hand, photon kerma factors are based on mass energy absorption coefficients

(µen/ρ) reported by Hubbell and Seltzer [47] as part of the NIST data. Kerma factors

for 10B are calculated from the ENDF/B-VI library for the 10B(n,α)7Li and 10B(n,α)7Li∗

reactions which dominate at thermal energies. Although there are other reactions that

may represent a significant fraction of the total boron kerma at energies above several

hundred keV, their impact on the total dose from the 10B is negligible due to the very low

absolute value of the kerma factors in this energy range [41]. Through the use of the energy

tally card and the appropriate neutron kerma factors, MCNP estimates physical doses that

result from thermal and fast neutrons (i.e., thermal and fast neutron doses), which then

may be multiplied by their corresponding RBE values to obtain the photon-equivalent
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BNCT dose. Regarding the boron dose, a specified explicit bulk of 10B is included in the

patient model as a first-order correction for thermal neutron flux depression. However,

MCNP computes this dose normalized to 1 ppm of 10B in the material. The reason of

this approach is that the average 10B concentrations in tumor and normal tissue in each

patient will likely differ from the bulk concentration guessed for the model. Thus, the

normalized dose is finally multiplied by the correct value of boron concentration.

For a typical BNCT treatment plan, 10 million particle histories are tracked per run to

compute a single beam orientation. This derives statistical uncertainties of less than 3%

for high- and low-dose regions. The process of photon and coupled neutron-photon fields

takes approximately 2 h on a 2.4 GHz Pentium IV processor with 512 MB RAM. This

execution time is achieved using a modified version of MCNP4B, and it can be reduced

if calculations are processed on a cluster of computers [39].

Display of results

The MCNP output files resulting from the Monte Carlo simulations are imported back

into MacNCTPlan TPS to graphically display the results. MacNCTPlan can generate

one dimensional dose profiles along any arbitrary plane, two dimensional isodose contours

overlaid on CT images, and other figures of merit such as cumulative dose-volume his-

tograms (DVH). Since for each simulation, flux-to-kerma conversion factors are specified

for one explicit tissue (e.g., muscle), the 3D dose distribution for all the geometry will

correspond to dose values for that tissue, even if the dose location happens to correspond

to another tissue or a mixture one. Then, it is common to have a set of isodose contour

plots corresponding to different tissues. Figure 2.2 shows a typical graphical view of the

dose isocontours overlaid on top of two orthogonal planes of the original medical images.

In this example, the dose distribution corresponds to normal tissue and thus, it would be

useful to produce a treatment plan that spares important tissues.



26 CHAPTER 2

Figure 2.2: Normal tissue dose isocontours overlaid on top of two orthogonal planes through
the CT image set.

2.2 In vivo boron quantification methods

In the BNCT clinical trials currently underway, boron dose cannot be measured in patients

or phantoms. For treatment purposes, this component is then computed assuming a ho-

mogeneous distribution of the boron atoms in the different parts of the tissues of interest

and in the different sub-cellular structures. As mentioned before, the tissue boron concen-

tration is derived from tissue-to-blood 10B concentration ratios previously obtained from

experiments, and pharmacokinetic models which allow to describe the temporal 10B dis-

tribution in blood [55]. Since blood and biopsy specimens are required for boron analysis

after the boron compound administration, and in some cases, surgery must be performed

to obtain tissue samples, this technique is considered invasive for patients and therefore,
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it is not frequently applied.

During the last years, much effort has been done in development of noninvasive in vivo

macroscopic boron quantification. Among the quantitative techniques potentially useful

for in vivo boron determination are nuclear magnetic resonance (NMR), the positron

emission tomography (PET), and prompt gamma neutron activation analysis (PGNAA).

This section briefly presents these techniques.

2.2.1 Nuclear magnetic resonance

NMR has been studied to direct detect boron. In clinical BNCT trials, the boron com-

pound is 98% isotopically enriched in 10B. This isotope has a large quadrupole moment

that produces a large line broadening in NMR, with a relative NMR sensitivity of 0.02

compared to 1H [96]. Due to this condition, the signal is very poor compared to the noise

and thus, 10B has to be detected by nonconventional NMR techniques. Such is the case of

the proton-boron double-resonance approach [3], but due to its complicated experimental

operation and high sensitivity to motion artifacts, potential clinical application has been

hindered. An alternative approach to the detection of boron is to use 11B compounds. The

measurement of boronated agents BSH (sulfhydryl borone) and BPA containing naturally

occurring boron has been successfully demonstrated [96]. However, if the boron delivery

agents employed in clinic are to be used, this method would have insufficient sensitivity

to be useful.

A different approach that has been explored with NMR is to the detect the protons

associated with the 10B carrier molecule (e.g., BPA) rather than to direct detect boron

[96]. Preliminary results in blood samples and in vivo brain tissues of patients suggest

that proton NMR would be a useful technique for noninvasive in vivo measurements in

clinical BNCT.
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2.2.2 Positron emission tomography

PET has been used to clinically investigate uptake of fluorine-18 labeled BPA fructose in

brain tumors [76]. This technique assumes that 18F-BPA mimics BPA in vivo based on

a number of animal experiments. Its principle is based on the annihilation of positrons

and electrons, resulting in two gamma rays which fly off in opposite directions. Counters

set up around the patient detect the emitted gamma rays. Gamma rays arriving at the

same time at the counters come from the same point in the body. Advanced computer

software programs are then used to generate a detailed image of the part of the body

being examined. All positron emitters are short-lived, from two minutes to a few hours,

so the PET scanner have to be stationed close to where the radioisotope is produced, i.e.

in the neighborhoods of a cyclotron. The spatial resolution achieved with this technique

for boron quantification is about 6.5 mm in plane and 7 mm in depth [76]. Although the

assumption of biokinetic compatibility of 18F-BPA and BPA needs further validation, the

PET technique is very attractive for in vivo measuring the dynamic spatial distribution

of BPA.

2.2.3 Prompt gamma neutron activation analysis

PGNAA is often used to measure 10B content in blood samples during the irradiation

of patients. It uses the thermal or epithermal neutrons that come from the reactor to

measure the flux of prompt gammas induced in the irradiated sample by 10B(n,α)7Li

and 1H(n, γ)2H reactions. The ratio of the boron to hydrogen count rates is used for

boron quantification. Based on this technique, Verbakel et al. has developed the so called

gamma-ray telescope to detect the gamma rays that are produced in tissue during the

patient irradiation [91]. In this technique, locally measured gamma-ray emission rates

from the boron and hydrogen have to be combined with the distribution of thermal neu-

trons inside the anatomy. Recently, this approach has been applied in GBM patients for

sulfhydryl borane (BSH)-mediated BNCT, to measure and reconstruct boron concentra-
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tions in different regions of the head. Since the boron gamma-ray measurement can be

related directly to the local boron dose averaged over the field of view, it is believed that

the gamma-ray telescope can be used as an in vivo dosimetry system for determination

of the boron dose [91]. The spatial resolution of this technique is about 1.6 cm. A smaller

collimator diameter would provide a higher resolution at the cost of efficiency, though.
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Chapter 3

NCTPlan voxel model: verification

and clinical validation

3.1 Introduction

The reconstruction technique that is used by the MacNCTPlan system to create the Monte

Carlo model is based on the voxel reconstruction method (see section 2.1.2). As a common

method employed in different TPS for BNCT, it was the subject of study in various

published works, in which the influence of the voxel size and material mixing was assessed

using standard simulation tests as reference data [40, 41, 93]. The first study carried

out by Goorley et al. [40] demonstrated close agreement between the MacNCTPlan and

BNCT rtpe codes in evaluating a single clinical BNCT test case. However, Wojnecki and

Green [93] reported that the spatial resolution of 1 cm3 used by the voxel reconstruction

technique in MacNCTPlan TPS may lead to differences of up to 20% in the thermal

neutron fluence along the central beam line, for a rectangular phantom irradiated through

one of its sharp edges.

In view of the results just mentioned, the MacNCTPlan voxel model was thoroughly

benchmarked by CNEA [36]. In this process, some limitations and deficiencies were iden-

31
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tified which motivated the development of an improved voxelization algorithm together

with a detailed analysis of the performance of the voxel reconstruction method for a fixed

voxel size of 1 cm3. This chapter mainly focuses on the new algorithm for the voxel

model. Since this new algorithm was implemented in MacNCTPlan’s successor, the Neu-

tron Capture Therapy Plan (NCTPlan) program [37], it will be referred to as “NCTPlan

voxel model”.

As in conventional radiotherapy, a thorough evaluation of the algorithms involved in

dosimetry calculations is required for safe and accurate delivery of doses in BNCT. In order

to provide a detailed insight into the accuracy of the new algorithm and demonstrate its

clinical usability, a number of test were conducted as part of the verification and validation

processes. In this chapter, a set of numerical test problems is presented. With the aim of

assessing the accuracy of the model in a clinical-like case, results of a comparison between

the in-phantom experimental dosimetry performed at the RA-6 BNCT facility [5, 7] and

the corresponding computational dosimetry calculations are also presented.

3.2 Voxel model

3.2.1 MacNCTPlan material assignment model

In section 2.1.2, the geometry modeling technique used by MacNCTPlan to create the

Monte Carlo model from CT medical images was introduced. It is based on the voxel

reconstruction method that assigns an homogeneous mixed material to every single cell

of the 21 × 21 × 25 cm3 three-dimensional array. To make the total number of mixed
materials computationally manageable, the algorithm rounds the proportion of each pri-

mary material to the nearest 20% volume increment. If a material’s proportion is an odd

multiple of ten, the proportion is rounded up.

This rounding procedure does not guarantee that the total percentage of each cell adds

up to 100%. For example, a cell composed of 12% air, 15% normal tissue and 73% bone
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is rounded to 20% air, 20% normal tissue and 80% bone. Therefore, the final percentages

of the three materials types together add up 120%. In addition to this example, there

are cases in which rounded percentages add up 80% or 140%, instead of 100%. Since an

admissible mixture should total 100%, a decision needs to be taken in these cases.

The original strategy followed by the MacNCTPlan voxel reconstruction algorithm can

be summarized as follows. For each voxel, the algorithm computes the real proportions

of the four primary material types in it (i.e., air, bone, tumor and normal tissue) from

CT images, and rounds each proportion to a 20% volume increment. If the rounded

percentages sum to 100%, they are assigned to the current voxel. If not, the algorithm

assigns the previous voxel’s material mixture to the current cell. Clearly, this approach

can lead to serious errors in the material model.

3.2.2 NCTPlan material assignment model

General description

The strategy followed by the NCTPlan voxel reconstruction algorithm is based on the

search for an “admissible mixture” that minimizes the following expression:

4X
i=1

¯̄̄̄
Xreal
i −Xrounded

i

Xreal
i

¯̄̄̄
, (3.1)

where Xreal
i and Xrounded

i are the real and rounded proportions of primary material type

i, respectively. This expression represents the sum of the absolute values of the relative

material percentage differences.

When the set of Xrounded
i are the nearest rounded percentages, expression (3.1) is min-

imized, and the algorithm tries this configuration as its first choice. If this configuration

is not an admissible mixture assignment (i.e., the rounded percentages do not sum to

100%), the algorithm adjusts the rounded percentages subject to the following criteria:

(a) the original rounded percentage for air (i.e., the nearest rounded value) will not be

changed since it is desirable to leave unchanged the material considered most dissimilar
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in terms of affecting particle transport, and (b) if a real proportion of a material is zero,

this material will not be created since it would be unnatural to introduce a material into

a cell where it is not actually present.

In case of configurations summing 80%, one of the percentages that was rounded down

needs to be rounded up. To decide which percentage should be adjusted, the algorithm

rounds up each material percentage one at a time and computes expression (3.1) for each

new configuration. If the minimum of (3.1) is unique, the algorithm selects the configura-

tion that leads to this minimum. Otherwise, the algorithm selects the configuration that

affects particle transport least (among configurations giving the same minimum).

The procedure explained above is analogous for the case of 120%, but rounding per-

centages down instead of rounding up. In cases of 140%, the algorithm proceeds rounding

down two material percentages at a time and computing expression (3.1) likewise.

At this point, it may be argued whether changing one material at a time (or 2 in cases

of 140%) will always lead to the best admissible configuration. In other words, could a

better configuration be obtained by changing two or more percentages simultaneously?

The answer is simple if it is noticed that for the nearest rounded percentages, expression

(3.1) is minimum. In fact, the nearest rounded percentages minimize each term of (3.1).

Therefore, any change made to one of these values will increase the sum of the relative

differences, no matter what it is done to the other materials. If two percentages are

changed simultaneously, the corresponding terms in (3.1) will increase and so the sum

will increase, too. Thus, the fewer changes made, the better.

Physical considerations

It was mentioned above that in case two or more configurations give the same minimum,

the algorithm will choose the configuration that affects particle transport least. The

strategy followed is to evaluate which material percentage is more convenient to adjust in

terms of reaction rates, i.e. to keep the macroscopic cross section as close as possible to
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the real case. Among all the nuclides composing the 4 primary material types, hydrogen

(H) and nitrogen (N) are the two most important for neutron transport. While nitrogen

mainly contributes to neutron capture reactions (14N(n, p)14C), hydrogen contributes to

both neutron capture and scattering reactions (1H(n, γ)2H, 1H(n, n0)1H ). In addition,

since 10B is explicitly included in the Monte Carlo model because of its high neutron

capture cross section, it is also considered in the strategy.

The reaction rate density ṙ for a given element x and specific reaction j is

ṙxj

·
reactions

cm3s

¸
= Σxjφ, (3.2)

where Σxj is the macroscopic cross section , and φ the neutron flux. When reaction rates

for all elements of a material type are combined by adding together the reaction rate

density for each individual nuclide, the resulting value is the total number of reactions

type j per unit time and volume in that material.

Considering only neutron capture reactions in hydrogen and nitrogen, the ratio of

reaction rate densities between soft tissue (st) and bone (b) material types can be approx-

imated applying (3.2) by:

Σstc
Σbc

'
£
NH σHc +NN σNc

¤st
[NH σHc +NN σNc ]

b
, (3.3)

where NH and NN are the number of H or N nuclei per unit volume of soft tissue or bone,

and σc is the capture microscopic cross section for each element.

If expression (3.3) is evaluated for adult brain-to-adult skeleton-cranium and adult

muscle-to-adult femur, using ICRU 46 material compositions [51], both ratios result in

values greater than one. That means the number of reactions per unit time and volume in

soft tissue is greater than that in bone (by ∼ 10%). Therefore, if only capture reactions
in hydrogen and nitrogen were considered in the analysis, the algorithm’s strategy should

adjust the bone percentage and maintain the original rounded soft tissue percentage.

Now consider boron neutron capture and neutron scattering reactions. The first re-

action is due to the presence of 10B in tissues, and consequently, the number of boron
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capture reactions will be proportional to boron concentration. Since 10B is not added to

bone, there are no boron capture reactions to consider in this material. On the other

hand, neutron scattering reactions are mainly due to the presence of hydrogen in tissues.

Again, since soft tissue hydrogen content is greater than that of bone, scattering reactions

in tissue will be greater than in bone. Therefore, taking into account all the reactions of

interest in this analysis, it will be advantageous to adjust bone percentage and maintain

the soft tissue original rounded proportion.

The previous analysis was done for the case in which the algorithm must decide to

adjust percentages of soft tissue or bone. Which should be the strategy followed by the

algorithm when normal and tumor tissues are compared? Since tumor and normal tissues

are assumed to have the same elemental composition but a different 10B concentration,

the difference in their reaction rate densities will depend on tumor-to-normal 10B ratio

(see section 2.1.2). Typically, a ratio of 3.5 is assumed in clinical treatments [20]. Hence,

the boron reaction rate density in tumor will result 3.5 times greater than that in normal

tissue, and therefore the algorithm should decide to adjust the percentage of the latter.

To summarize the final algorithm’s strategy for inadmissible mixtures, bone percentage

is adjusted over soft tissue, and normal tissue is adjusted over tumor.

3.3 Verification of NCTPlan algorithm: MCNP Nu-

merical test problems

Recent efforts in physical dosimetry standardization have used two different water phan-

tom geometries: a simple rectangular phantom [44], and an ellipsoidal head phantom

based on the Snyder model [89]. While the parallelepiped phantom is a simple medium

to test Monte Carlo calculations, the ellipsoidal phantom provides a more realistic model,

with its curved surfaces and heterogeneous composition.

The numerical test problems carried out to compare and verify the NCTPlan voxel
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model are based in these two geometries. The following describes each reference problem

in detail.

3.3.1 Parallelepiped phantom

Wojnecki and Green [93] have studied the performance of the MacNCTPlan voxel model

for a parallelepiped phantom irradiated with monoenergetic and monodirectional neutron

beams of 5 cm radius. This performance was assessed comparing thermal neutron fluences

along the beam axis against the data derived for the exact geometry modelled by the

reference computational tool MCNP. In order to evaluate the performance of the NCTPlan

reconstruction algorithm and compare it with the older version, it was subjected to the

same standard tests as those introduced in Wojnecki’s work.

Reference problem #1

In order to reproduce Wojnecki’s tests, a water-filled rectangular phantom of 14 × 15 ×
19 cm3 and 8-mm- polymethyl-methacrylate walls was used in the simulations. Two

different positions of the parallelepiped phantom with respect to the particle source were

evaluated (referred to as “parallel” and “angular” positions). In the first case, particles

are perpendicularly directed onto one face of the phantom while in the angular case,

particles bombard one of its edges. Note that in the case of the angular position, the CT

images of the phantom are rotated with respect to the parallel position and this leads to

a different material model of the same geometry. All simulations were carried out for a

5 keV monodirectional beam of 50 mm radius, and 10 million histories were sampled in

each run. Thermal neutron fluence profiles along the beam axis were used as the figure

of merit for the comparisons. In the case of voxel models, the tally volume coincides with

the volume of the homogenized cells, which is 1 cm3. On the other hand, reference data

were computed for a different tally volume: in a cylinder of 2 mm diameter and 1 mm high

(in the following referred to as “punctual” fluence). Wojnecki and Green used reference
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data tallied in 1 cm3 volume. Note, however, that the punctual estimation is a better

approximation of the fluence at a point. Since the goal of this chapter is to assess the

accuracy of the NCTPlan voxel model, comparisons were carried out using the punctual

reference data.

Simulations #1

Clearly, the material model that results from a CT study depends on the position of

the voxel grid with respect to the position of the images. Then, the computed thermal

fluence along the beam axis could vary because of this reason. For the completeness of the

evaluation, different positions of the voxel grid were analyzed. In the case of the parallel

position, simulations were carried out for ten locations of the voxel grid, starting with a

voxel edge coincident with the phantom’s entrance face (position 0), and moving the edge

each 1 millimeter (position 1 to position 9). Following the same procedure, ten locations

of the voxel grid were also computed in the case of the angular position.

3.3.2 Snyder head phantom

The Snyder head phantom consists of two ellipsoids which divide the head into regions

of cranium and adult brain. Since each region is delimited by an ellipsoidal surface, the

Snyder phantom can be exactly modeled with MCNP (or MCNPX [92]) transport code.

Reference problem #2

Using the analytical model of the Snyder head phantom and the Monte Carlo transport

code MCNPX, neutron and photon flux and dose-rate distribution data were obtained in

a rectangular tally grid of 21× 21× 25 cells of 1 cm3 each. This grid, which is overlaid on

top of the geometry model, allows talling particles in cells with the same volume as those

constructed by the voxel method. Since tallies are performed in a mesh independent of

the tracking geometry, the Snyder phantom geometry is exactly modeled.
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Three material types were used in this problem: air (as surrounding material), cranium

and brain. Air composition was taken from Chadwick et al. [17], and brain and cranium

compositions - adult whole brain and adult cranium - were taken from ICRU report 46

[51]. Kerma factors for brain tissue and 10B reported in Ref. [41] were used to compute

absorbed dose rates.

Monodirectional neutron and photon source beams, sampled uniformly in a disk of

20 cm in diameter, were used for the dosimetry calculations. The neutron source energy

spectrum, which was primarily epithermal, was described by three energy distributions.

In the thermal range (10−3 to 10−1 eV), neutron energies are sampled from a Maxwell

distribution centered at 0.025 eV with a 10% relative intensity. The epithermal and fast

components (10−1 to 10 keV and 10 keV to 2 MeV), assigned 89% and 1 % of relative

intensities respectively, were sampled from 1/E energy distributions. Three energy peaks

corresponding to 80 keV, 511 keV and 2.2 MeV describe the photon energy spectrum,

with relative intensities of 5%, 87% and 8%. Neutron and photon total intensities were

normalized to a flux of 1010 particles cm−2 s−1. The particle source planes were positioned

on top of the Snyder geometry, parallel to the axial plane.

Simulations #2

The Monte Carlo voxel representations of the analytical Snyder model were constructed

using MacNCTPlan and NCTPlan algorithms from computer-generated 2D axial images

of the geometry. The same intensity thresholds were selected in both TPS to segment the

images into regions of air, soft tissue and bone. Material compositions, kerma factors and

particles’ source described in section 3.3.2 were used for dosimetry calculations.

Figures of merits

To illustrate qualitative differences between the material assignment algorithms, voxel

representations of the Snyder model constructed with the two TPS’s were compared,
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analyzing the material mixture in each cell. In addition, detailed quantitative assessments

were carried out through the evaluation of 1D and 3D flux and dose rate distributions.

Dose-rate components were compared for two different profiles: one perpendicular to the

particle source plane (coincident with the beam central axis), and one parallel to the

source plane coincident with the anterior-to-posterior direction (1 cm below the phantom

surface and 1.5 cm apart the central beam axis). In the three-dimensional case, relative

frequency distributions of neutron and photon flux percentage differences were evaluated.

3.4 Comparison results of the numerical test prob-

lems

3.4.1 Parallelepiped phantom

Figures 3.1-3.5 summarize the results of the performance analysis for the parallelepiped

phantom in parallel and angular positions. Statistical uncertainties in the simulation data

amounted less than 1% and became imperceptible in all figures. The numerical reference

-denoted as Reference- corresponds to the “punctual” thermal neutron fluence estimation

along the beam axis derived from MCNP (see section 3.3.1). For clarity, thermal neutron

fluence profiles for only five of the 10 grid computed positions are depicted in Figs. 3.1

and 3.4.

As it can be seen from Fig. 3.1, the thermal neutron fluence estimation is almost the

same for all grid positions but it stands out that the best results are achieved when the

voxel grid is adjusted to match up the phantom’s entrance face (Position 0). Note that for

this position the homogenization process does not involve an expansion of the phantom’s

volume since the surface boundary voxels do not contain air.

Figure 3.2 shows the percentage relative differences between the NCTPlan voxel method

and reference data (Reference), for the 10 computed positions. As denoted in the legend
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Figure 3.1: Comparison of the thermal neutron fluence profiles along the beam axis for
the parallelepiped phantom in parallel position. Reference: MCNP punctual estimation.
Positions 0, 2, 4, 6 and 8 are the different locations of the voxel grid with respect to phantom’s
entrance face.

Figure 3.2: Percentage relative differences in thermal neutron fluences between the NCTPlan
voxel model of the phantom in parallel position and its corresponding MCNP punctual
reference data.
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Figure 3.3: Thermal neutron fluence profiles along the beam axis for the parallelepiped
phantom in parallel position. MCNP: 1 cm3 averaged estimation. (Reprinted from Wojnecki
and Green, Medical Physics, Vol. 29, No. 8, 2002, with permission of Am. Assoc. Phys.
Med.)

of the graph, the maximum difference for each grid position ranges from -6.6% to 0.7%. In

the range of depths considered in this analysis, position 5 provides the greatest maximum

relative difference, i.e. -6.6%. This value agrees with the maximum difference between

MacNCTPlan simulation and MCNP reference data reported by Wojnecki and Green [93],

for the same simulation test (see Fig. 3.3).

Figure 3.4 shows the thermal neutron fluence profiles along the beam axis for the

parallelepiped phantom in the angular position. Similarly to the parallel case, the flu-

ence estimation is approximately the same for all grid positions but there seems not to

be a preferred configuration. As shown in figure 3.5, the maximum relative difference

between NCTPlan estimations and the reference data amounts -9.8%, considering all grid

computed positions. This value, which represents the worst case in the analysis, is less

than half the maximum value obtained by Wojnecki and Green for the MacNCTPlan

algorithm, namely -21.1% (see Fig. 3.6). Moreover, the large deviation observed between
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Figure 3.4: Comparison of the thermal neutron fluence profiles along the beam axis for the
parallelepiped phantom in the angular position. Reference: MCNP punctual estimation.
Positions 0, 2, 4, 6 and 8 are the different locations of the voxel grid with respect to phantom’s
entrance edge.

MCNP and MacNCTPlan results up to 60 mm in Fig. 3.6, is not present in the case of

NCTPlan simulations. As Fig. 3.5 reveals, relative differences vary between -9.8% and

-4.5% up to 25 mm, and fall below 6% in absolute value at deeper depths. Therefore, this

analysis shows that the main reason for the lack of accuracy in the case of MacNCTPlan

voxel model is a deficiency in the material assignment strategy. Although the downsizing

of the 1 cm3 voxel size would improve the accuracy of the MacNCTPlan algorithm, the

proposed voxel algorithm leads to better results for any fixed size. In addition, the above

results show that even in an extreme limit case, such as the irradiation of a sharp angled

corner, the proposed 1 cm-based voxel model provides good results. Moreover, Wojnecki

and Green have also presented the performance of the SERA TPS [78], which is a code

specifically developed for BNCT that uses a reconstruction technique based on a pixel-

by-pixel uniform volume element. As shown in Figs. 3.5 and 3.6, the accuracy obtained

in the worst analyzed case with the NCTPlan algorithm is as good as that obtained with
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Figure 3.5: Percentage relative differences in thermal neutron fluences between the NCTPlan
voxel model of the phantom in angular position and its corresponding MCNP punctual
reference data.

Figure 3.6: Thermal neutron fluence profiles along the beam axis for the parallelepiped
phantom in the angular position. (Reprinted from Wojnecki and Green, Medical Physics,
Vol. 29, No. 8, 2002, with permission of the Am. Assoc. Phys. Med.)
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SERA’s code, for the same simulation test. While the maximum relative difference in

the angular position amounts -9.8% for the NCTPlan voxel model, a -10.6% of maximum

difference was reported for the SERA system.

It should be stressed that all comparisons between NCTPlan and reference data are

based on the referred punctual fluence estimation. The punctual estimation uses a very

small tally volume of ∼ 3 mm3. Therefore, this track length estimate is a good approxima-
tion of the real thermal fluence at a point. On the other hand, the voxel model computes

the thermal fluence in a 1 cm3 volume. Since this track length estimate involves an av-

erage in a much larger volume around the axis containing maxima, the resulting thermal

fluence is likely be lower than the punctual estimation (independently of the material

homogenization effects). As a result, a better agreement between NCTPlan simulations

and reference data should be obtained if a 1 cm3 tally volume is used to compute reference

values.

3.4.2 Snyder head phantom

Figure 3.7 shows (a) a cross section of the Snyder model (referred also to as analytical

model), and the corresponding slices depicting (b) MacNCTPlan and (c) NCTPlan voxel

representations. Different gray intensities correspond to different material mixtures. In

addition, Fig. 3.7 (d) illustrates the comparison of the two voxel models highlighting those

cells which received different material mixture assignments. Two effects are observed in

this example. First, the NCTPlan algorithm produces a more symmetric voxel model

which more closely matches the real geometry. Due to the symmetry of the Snyder model

itself and with respect to the grid, it is reasonable to infer that voxel representations should

maintain the same characteristic. Secondly, voxels with different material assignments are

all located at the surface of the model (Fig. 3.7 [d]). These results suggest that differences

between algorithms will be manifest in cells comprising various material interfaces.

Figures 3.8 and 3.9 (a)-(b) show the results of the numerical tests based on the compar-
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Figure 3.7: (a) Cross section of the analytical Snyder model, (b)-(c) slices of MacNCTPlan
and NCTPlan Snyder voxel representations. Different gray intensities correspond to different
material mixtures. (d) Differences between the two voxel models. Highlighted cells received
a different material mixture assignment.

ison of one-dimensional dose-rates calculated for irradiation of the Snyder head phantom

with an ideal epithermal neutron beam. Figure 3.8 illustrates the four dose-rate profiles

along the beam central axis. Along this axis, MacNCTPlan and NCTPlan data appear

to be identical and do not differ significantly from the reference data calculated in the

analytical model. Figure 3.9 (a) shows boron and thermal neutron dose-rate profiles, and

figure 3.9 (b) photon and fast neutron dose-rate profiles, for an axis parallel to the source

plane. This comparison shows that the NCTPlan material assignment algorithm derives

a computed dosimetry that closely matches the reference data. Average differences of less

than 2% are obtained when dose-rate components are compared to reference values. On
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Figure 3.8: Comparison of dose-rate profiles calculated along the beam central axis of the
Snyder head model.

the other hand, MacNCTPlan calculations tend to underestimate the reference dose-rates

by up to 10%, particularly in dose components derived from thermal neutron interactions.

This underestimation agrees with that reported by Wojnecki and Green [93].

In order to generalize the comparative study further, 3D distributions of neutron and

photon flux were analyzed for the Snyder model. The volume considered for the analysis

comprised all the voxels up to 8 cm in depth from the beam entrance point, and excluded

those voxel containing only air. Although the complete voxel model may be compared

to the reference data, the ipsilateral half of the model (receiving higher dose rates) was

considered the most relevant volume. At 8-cm depth the maximum neutron flux is only

30% of the peak, and 0-8 cm represents a suitable range of depths for analyzing shallow

and deep seated tumors.

Figures 3.10 and 3.11 show the relative frequency distributions of percentage differ-

ence in neutron and photon flux between the analytical model and the NCTPlan or

MacNCTPlan model. Interesting features are shown in the histograms. First, the NCT-
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Figure 3.9: Comparison of (a) boron and thermal neutron dose-rate profiles, (b) photon and
fast neutron dose-rate profiles, for the axis parallel to the source plane.
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Figure 3.10: Relative frequency distributions of the absolute percent differences in total
neutron flux for NCTPlan and MacNCTPlan compared to the analytical model of the Snyder
head phantom.

Plan frequency distributions show less variability than the MacNCTPlan distributions.

For example, 76% of NCTPlan cells have differences in neutron flux of less than 5% as

opposed to 65% for MacNCTPlan. In addition, for both particle types, mean value of the

difference distribution for NCTPlan is less than that for MacNCTPlan (see Figs. 3.10-

3.11). Second, the maximum percentage differences in neutron and photon flux are 19.5%

and 3.5 % for NCTPlan, and 29.8% and 4.2% for MacNCTPlan, respectively, occurring

all at 8-cm depth. Note that both maxima are significantly lower for NCTPlan.

Finally, Fig. 3.12 plots total neutron flux percentage difference for (a) NCTPlan and

(b) MacNCTPlan on a plane 25 mm below the top of the model. Figure 3.12 (a) shows

the effect inherent to the voxel method: cells containing air interfaces, which in this
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Figure 3.11: Relative frequency distributions of the absolute percent differences in total
photon flux for NCTPlan and MacNCTPlan compared to the analytical model of the Snyder
head phantom.
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Figure 3.12: Surface plots of percent difference (PD) in total neutron flux for (a) NCTPlan
and (b) MacNCTPlan versus the analytical model, at a depth of 2.5 cm below the top of
the Snyder model.

problem are located on the surface of the model, are the most distorted by the material

homogenization process. As a result, it is natural that superficial cells have the largest

differences. On the other hand, the asymmetry of the percentage difference distribution

stands out in figure 3.12 (b). This behavior is clearly related to the limitation in the

MacNCTPlan material assignment algorithm and not with homogenization effects.

3.5 Experimental validation of NCTPlan algorithm

The BNCT facility of Argentina is currently dedicated to the treatment of cutaneous

melanoma [35], and has been designed in order to provide a hyperthermal flux with a

maximum thermal flux at shallow depths [7]. A more detailed description of the RA-6

BNCT facility is provided in Chapter 5. As part of its characterization, detailed experi-

mental dosimetry was performed by neutron flux and dose measurements in water-filled

acrylic phantoms, using foil activation and paired ionization chamber techniques [1, 85].

The results of the physical dosimetry, given by thermal neutron flux, fast neutron and

total gamma absorbed dose rate profiles along the central beam axis and an off-central

axis, were used as the experimental reference data in this work. In addition, the numerical

data derived for the exact geometry modelled by the reference computational tool MCNP
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was also included in this study.

The comparisons for the dose-rates components are made for those points inside the

models where CPE conditions are fulfilled for photons (see section 2.1.2). In the case of

thermal neutron flux measurements, an additional point on the surface of the phantom

was included.

3.5.1 Beam physical dosimetry

Dose-rate and thermal neutron flux-depth distributions produced by the RA-6 hyperther-

mal beam were measured in two water-filled phantoms: a standard parallelepiped phan-

tom selected by international BNCT community as the common phantom for dosimetry

exchange (called reference phantom) [44], and a cylindrical phantom [5, 7, 66]. The refer-

ence phantom is an acrylic box of dimension 40×40 cm in height and width, 20 cm depth
along the beam axis, and a wall thickness on the beam entrance side of 0.5 cm. This

size phantom is sufficiently large to approximate a semi-infinite scattering medium for a

16 cm diameter aperture which is 1 cm larger than the RA-6 beam aperture [44]. The

dimensions of the cylindrical acrylic phantom are 12 cm in diameter, 41.5 cm high and

0.3 cm thick. This geometry was selected for dosimetry measurements since represents a

suitable approximation for extremities.

Neutron flux measurements were performed by foil activation, using the well-known

cadmium difference method, and the paired ionization chambers technique [85]. Bare and

Cd-covered gold wires were supported in acrylic holders inside the phantoms and their

activities were determined by using a HPGe gamma spectrometer. The thermal (0 - 0.5

eV) neutron cross section and the cadmium factor were obtained through detailed neutron

transport calculations by the Monte Carlo MCNP4C code. Doses were determined from

ionization chamber responses, by the paired ionization chambers technique following the

approach given by Rogus et al. [85]. The ionization chambers used were thimble-shaped,

with 0.1 cm3 active volume, manufactured by Far West Technology. The highest neutron
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sensitive chamber was a tissue equivalent chamber, IC-18 model, flushed with methane-

based tissue equivalent gas. The other chamber was a graphite, IC-18G model, flushed

with carbon dioxide. Both chambers were polarized with a 250 DCV batteries array.

Details about the determination of the sensitivity parameters of both ionization chambers

are reported in [67]. Chambers were placed in a waterproof housing, positioned in such a

way that the chamber axis was aligned with the measured axis. As the chamber response

is an electrometric current, a Keithley electrometer, Model 6517A, was used. Readings,

corrected by pressure and temperature, were recorded and processed.

Figure 3.13 shows the reference phantom positioned against the RA-6 beam exit port,

supported by a table affixed to the its external face. Measurements were performed along

the central beam axis and a 4 cm-lateral axis [5, 66]. Figure 3.14 shows the set up in

the case of the cylindrical phantom. The cylinder was positioned vertically with no gap

between the beam port and the phantom wall, and measurements were carried out along

the central beam axis in 12 positions each separated by 0.5 cm [7].

3.5.2 Simulations

The Monte Carlo voxel representation of the reference phantom was constructed using

computer-generated 2D axial images of the geometry. In the case of the cylindrical phan-

tom, the model was generated from a set of 125 contiguous 2 mm CT scans. To simulate

the physics of the test problems as closely as possible in terms of particle transport in both

simulations, soft tissue and bone materials were assigned water and acrylic compositions

[1], respectively. The computational radiation source described by discretized distribu-

tions was used to compute flux and depth-dose rate profiles (see section 5.1.2). Both

gamma and fast neutron absorbed dose rates were specified for ICRU 46 adult muscle

tissue [51].
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Figure 3.13: Reference phantom positioned in the RA-6 beam port.

Figure 3.14: Cylindrical phantom positioned in the RA-6 beam port.
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3.6 Comparison results based on the physical dosime-

try of the RA-6 beam

3.6.1 Reference water phantom

Figures 3.15-3.20 comprise the results of the comparative study based on the physical

dosimetry of the RA-6 hyperthemal neutron beam, measured along the central beam

axis and a 4 cm-lateral axis in the parallelepiped phantom. All calculations were run to

high statistical convergence, with statistical uncertainties for numerical values less than

1%. Figure 3.15 illustrates the thermal neutron flux profiles along the central beam axis.

NCTPlan results agree most accurately with measurements, the absolute deviation to the

experimental mean values being 2% on average, and the measurements uncertainties ±6%
on average. Figures 3.16 and 3.17 correspond to fast neutron and total photon dose rate

profiles along the central beam line, specified for ICRU 46 adult muscle tissue. Both com-

ponents show a good agreement with measurements. In the case of the fast neutron dose

rate component, the agreement between the three sets of data is excellent, the absolute

deviation of NCTPlan data to the experimental mean values being 4% on average, and

measurements uncertainties ±30%. For the total photon dose rate component, NCTPlan
and MCNP profiles show a slight underestimation of the mean measurement values. Since

both numerical results illustrate almost the same behavior, this effect is likely to be due to

the photon intensity factor of the RA-6 beam model (i.e., the normalization factor), and

thus easily fixed. Nevertheless, the absolute deviation of NCTPlan data to the experimen-

tal mean values is 5% on average, equal to the average measurements uncertainties (±5%).
Figures 3.18-3.20 present the just mentioned comparisons for the 4 cm-lateral axis. All

NCTPlan derived components show a very good agreement with measurements. The re-

sults for this axis are almost the same that for the previous case but the implications

might be wider. Since the accuracy in the off-central axis is as good as in the central

beam line, the NCTPlan performance in the whole model is very likely to be also good.
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Figure 3.15: Comparison of measured and calculated thermal neutron flux along the central
axis of the RA-6 beam in the reference phantom.

Figure 3.16: Comparison of measured and calculated fast neutron absorbed dose rate along
the central axis of the RA-6 beam in the reference phantom. Dose rates are specified for
ICRU 46 adult muscle tissue.
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Figure 3.17: Comparison of measured and calculated total photon absorbed dose rate along
the central axis of the RA-6 beam in the reference phantom. Dose rates specified for ICRU
46 adult muscle tissue.

Figure 3.18: Comparison of measured and calculated thermal neutron flux along the 4 cm
lateral axis in the reference phantom.
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Figure 3.19: Comparison of measured and calculated fast neutron absorbed dose rate along
the 4 cm lateral axis in the reference phantom. Dose rates specified for ICRU 46 adult
muscle tissue.

Figure 3.20: Comparison of measured and calculated total photon absorbed dose rate along
the 4 cm lateral axis in the reference phantom. Dose rates specified for ICRU 46 adult
muscle tissue.
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Figure 3.21: Comparison of measured and calculated thermal neutron flux along the central
axis of the RA-6 beam in the cylindrical phantom.

3.6.2 Cylindrical phantom

Figures 3.21-3.23 show the results of the comparative study based on the physical dosime-

try of the RA-6 hyperthemal neutron beam measured in a cylindrical phantom [7]. Sta-

tistical uncertainties for numerical values are less than 1%. Figure 3.21 illustrates the

thermal neutron flux profiles along the central beam axis. NCTPlan data agree most

accurately with measurements, the absolute deviation to the experimental mean values

being 7% on average, and the measurements uncertainties ±8%. Figures 3.22 and 3.23
correspond to fast neutron and total photon dose rate profiles specified for ICRU 46 adult

muscle tissue. Both components show an excellent agreement with measurements, the

absolute deviation to the experimental mean values being 4% and 1% on average, and

measurements uncertainties±32% and±1%, for fast and photon components respectively.
It is important to stress that the RA-6 beam model used in this comparison was nor-

malized to measurements carried out in the international reference cubic water phantom
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Figure 3.22: Comparison of measured and calculated fast neutron absorbed dose rate along
the central axis of the RA-6 beam in the cylindrical phantom. Dose rates are specified for
ICRU 46 adult muscle tissue.

Figure 3.23: Comparison of measured and calculated total photon absorbed dose rate along
the central axis of the RA-6 beam in the cylindrical phantom. Dose rates specified for ICRU
46 adult muscle tissue.
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(section 5.1.2). No other normalization procedure was applied between MCNP results

and measurement in the cylindrical phantom. Then, the agreement in figures 3.21-3.23

indicates the goodness of the beam model to derive the dosimetry in other geometries.

In addition, NCTPlan calculations also match up measurements without the need of any

scaling factor, which indeed demonstrates the accuracy of the 1 cm-based voxel model.

3.7 Concluding remarks

The performances of the 1 cm-based voxel reconstruction methods used in the MacNCT-

Plan and NCTPlan treatment planning systems for BNCT were compared and analyzed

in detail. To assess the performances of these algorithms, they have undergone an ex-

tensive verification process in which numerical reference data was used, and one and

three-dimensional flux and dose rate distributions were evaluated. As a result of this

evaluation, the NCTPlan voxel model proved better independently of the particularities

of the reference problems (i.e., particle sources and phantom geometries).

With the aim of assessing the accuracy of the NCTPlan model in a clinical-like case,

comparisons between the in-phantom experimental dosimetry performed at the RA-6

BNCT facility and the corresponding computational dosimetry calculations were also

carried out. As a result, the 1 cm-resolution of the NCTPlan voxel method proves accurate

enough for all presented tests, involving a realistic BNCT particle source (i.e., the RA-6

beam) and both planar and curved phantom geometries.

For a global evaluation of NCTPlan voxel model with both numerical calculations and

measurements, agreement is very good excluding very shallow depths in which, to achieve

accuracy, the anatomy images need be positioned in a suitable way. The effect of the voxel

model in surface boundary regions will be deeper developed in the following chapter.

The presented results are consistent with those obtained by Kiger et al. [56] in the

verification and validation of the NCTPlan program using the fission converter neutron

irradiation beam at MIT reactor.
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To summarize, the NCTPlan voxel model was verified and validated using a suite of

reference problems which comprises simple and complex geometries, ideal and realistic

particle sources with very different characteristics (in spatial, angular and energy dis-

tributions, beam size, etc.), figures of merits based on one and three dimensional flux

(or fluence) and dose rate distributions, and numerical and experimental reference data.

This new version presents many improvements over MacNCTPlan algorithm which clearly

justifies its implementation in NCTPlan TPS and clinical use.



Chapter 4

Voxel model: Theoretical analysis on

surface boundary regions

4.1 Introduction

One natural consequence of the voxelization and homogenization procedures is the direc-

tional bias due to the cubic distortions introduced by partitioning a 3D geometry. For

example, the 1cm3 voxel model of a filled sphere transforms its original smooth surface

to a more stepwise surface. In addition, the volume and surface area of the voxelized

sphere are always larger that the real ones, since most voxels lying in surface regions that

share the interior and exterior of the sphere are assigned a homogenized material other

than air. These kind of distortions and expansion effects mainly affect surface boundary

areas. Therefore, it is reasonable to expect the voxel method to degrade its accuracy near

boundary regions where a fine-scale information would be desirable.

The question of how good the accuracy of the voxel method is to derive the patients’

dosimetry is not limited to the question of how much the voxel size and material mixing

affects the particle transport itself. In order to assess the dosimetry for every point in the

geometry, there are other factors that need be taken into account. Basically, the whole
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process comprises the creation of the voxel model from a set of CT images, the calculation

of average particle fluence or dose in every cell, and finally a method that extrapolates

estimates to any point inside the geometry model. The voxel model involves the selection

of the voxel size and the strategy used to assign a homogeneous material to each cell.

The calculation of particle fluence and doses involves the selection of the Monte Carlo

engine, the tally volume, the assignment of the average values to a point inside the tally

volume (typically, the center of the volume), and the assumption that absorbed doses can

be approximated by kerma [52].

Subject to this scenario, this chapter presents a detailed analysis of the performance of

the voxel reconstruction method for a fixed voxel size of 1 cm3, stressing the effect of the

material homogenization on surface boundary regions. The aim is to propose a different

strategy to better adjust the average fluence in the surface cells and therefore, to improve

the prediction of the punctual fluence within the first millimeters of the surface. As the

boron, neutron, and photon doses delivered by BNCT are directly determined from the

particle fluences, it is clear that a better estimate of photon and neutron fluences will

give a better estimation of the doses as well. A theoretical analysis of a parallelepiped

phantom is carried out, taking into account the effects of homogenization and percentage

rounding in the voxel model. This analysis will suggest the strategy to follow in order to

improve fluence and dose estimates at shallow depths in the model.

4.2 Material homogenization

In this section, the material homogenization effect on surface boundary cells is investi-

gated. The theoretical analysis starts with a simple ideal geometry, and then it considers

more complex geometries. The validity of the results in clinical-like cases is discussed.
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Figure 4.1: (a) Infinite p centimeter thick slab (0 < p < 1) irradiated with an infinite planar
source, (b) setup used to generate the slab voxel model, (c) voxel representation of the slab.

4.2.1 Slabs

As a first approach to the problem, consider an infinite p centimeter thick slab (0 < p < 1)

of material M and macroscopic total cross section ΣM , irradiated with an infinite planar

neutron or photon source (Fig. 4.1 [a]). Now consider the voxel model of the slab, that

results from positioning the voxel grid in such a way that all the slab is contained in a

layer l of voxels (Fig. 4.1 [b]). Before rounding the percentages of material M and air,

each of the cells in l contains a proportion p of M and (1− p) of air. The first step in the
analysis is to determine how the average fluence for a slab portion of 1 cm2 cross section

and p cm thick is compared with the average fluence in a 1 cm3 voxel of the homogenized

slab.

To assess the effect of homogenization only, eventual rounding is ignored for the mo-

ment. The result of the voxelization is a new slab, which is 1 cm thick and is made of

a homogeneous material M∗ (Fig. 4.1 [c]). The macroscopic total cross section of this
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mixture is

ΣM
∗
= (1− p)Σair + pΣM ,

where Σair is the macroscopic total cross section of air. Since Σair ¿ ΣM , the value

of ΣM
∗
is well approximated by pΣM . Now, the mean free path of a particle in the

homogenized slab is

λ∗ =
1

ΣM∗ ≈
1

pΣM
=

λ

p
,

where λ is the particle mean free path in the original slab. In other words, in the homog-

enized slab (which is 1/p times as thick as the original slab), the particle mean free path

is 1/p times as long as the original one. Thus, the homogenized slab can be considered as

a rescaling of the original slab.

The above result implies, for example, that the probability that a particle undergoes

n reactions in any of the slabs is the same. Then, there is a one-to-one correspondence

between tracks in the homogenized and real slabs, the only difference being that in the

voxel model, trajectories between reactions are dilated by 1/p. As a consequence of this,

the mean track length L∗ in the homogenized slab is 1/p times the mean track length L

in the real slab. Then,

L∗ =
L

p
(4.1)

Now, the average fluence in a portion A of real slab (1 cm2 of cross section and p cm

thick) is proportional to the quotient between the mean track length in A and the volume

of A [15]. Since tracks exiting A through the top face are compensated for by tracks

entering A through the bottom face and vice versa (and the same happens with the other

lateral faces), the average fluence can be computed as

Φ =
NL

p cm3
. (4.2)
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Here N is the number of incident particles traversing the 1 cm2 cross section of A. On

the other hand, the average fluence in a 1 cm3 voxel of the homogenized slab is equal, by

the same reasons, to

Φ∗ =
NL∗

1 cm3
=

NL

p cm3
, (4.3)

after substitution of expression (4.1). As a result, the average fluence in both volumes

coincides. Therefore, in this case, the average fluence in the portion A of real slab can be

well estimated as the average fluence in the 1 cm3 homogeneous cell.

To put the above arguments into calculations, the following shows an example of this

result, explicitly computing the average fluences in the real and homogenized slabs for the

case of very low absorbing materials with small macroscopic scattering cross sections.

Example:

Consider an infinite p centimeter thick slab (0 < p < 1) of a low absorbing material

M and macroscopic total cross section ΣM , perpendicularly irradiated with a beam

represented by an infinite planar source. If the particles’ mean free path 1/ΣM is

sufficiently larger than p cm, they can be supposed to undergo at most one reaction

inside the slab. Since M is a low absorbing material, only scattering reactions need

be considered. In Appendix B, the probability that a neutron undergoes at most

one reaction is computed. For simplicity, all particles will be treated as neutrons,

but the analysis remains valid for photons.

As shown in equation (4.2), the average neutron fluence in a portion A of this slab

(A has 1 cm2 of cross section and is p cm thick) can be estimated as:

Φ =
N L

p cm3
, (4.4)

where N is the number of incident particles traversing the frontal 1 cm2 cross section

of A, and L is the mean track length of particles in the slab. This mean track length

has then to be computed.
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To simplify the notation in some formulas, let p = p cm be the slab thickness. The

probability that a neutron does not suffer its first collision in the slab is e−pΣ
M
. For

these neutrons, the track length is exactly p. On the other hand, a neutron has a

collision inside the slab at r cm from the surface (0 < r < p) with a probability

density of ΣMe−rΣ
M
(here, r = r cm). For such a particle, the track length is

r+(p−r)/ cos(θ), where θ is the angle between the beam direction and the neutron
direction after the collision. Angles θ between 0 and π/2 occur with a probability

density of 2 sin(θ) cos(θ). Consequently, the mean track length of a particle can be

computed as:

L =

Z p

0

Z π/2

0

µ
r+

p− r
cos(θ)

¶
2 sin(θ) cos(θ)ΣMe−rΣ

M

dθdr+ pe−pΣ
M

=

Z p

0

rΣMe−rΣ
M

dr

Z π/2

0

2 sin(θ) cos(θ) dθ

+

Z p

0

(p− r)ΣMe−rΣMdr
Z π/2

0

sin(θ)dθ + pe−pΣ
M

(4.5)

= −pΣ
Me−pΣ

M
+ e−pΣ

M − 1
ΣM

+ 2
pΣM + e−pΣ

M − 1
ΣM

+ pe−pΣ
M

= 2p− 1

ΣM
+
e−pΣ

M

ΣM
. (4.6)

Substituting expression (4.6) into equation (4.4), the average fluence in the portion

of slab A is therefore:

Φ =
N

p cm3

Ã
2p− 1

ΣM
+
e−pΣ

M

ΣM

!
=

N

cm2

Ã
2− 1

pΣM
+
e−pΣ

M

pΣM

!
. (4.7)

Now, if the mean track length is computed in a 1 cm3 cell of the slab voxel model,

a material mixture M∗ consisting of a proportion p of M and (1− p) of air has to
be considered. As previously observed, this can be seen as a new slab 1 cm thick

with a macroscopic cross section of approximately pΣM . Therefore, proceeding as

before, the mean track length is:

L∗ = 2cm− 1

pΣM
+
e−pΣ

M

pΣM
, (4.8)
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and consequently, the average fluence in a 1 cm3 cell is:

Φ∗ =
N

1 cm3

Ã
2cm− 1

pΣM
+
e−pΣ

M

pΣM

!
(4.9)

=
N

cm2

Ã
2− 1

pΣM
+
e−pΣ

M

pΣM

!
,

which coincides with the average fluence obtained for the original slab (Eq. [4.7]).

It is worth mentioning that slabs and sources do not need be infinite for the average

fluence in both real and homogenized volumes to coincide. If both the slab and the source

are large enough, the portion of slab around the beam central axis behaves as in the

idealistic situation. To verify these arguments, MCNP simulations were carried out using

slabs with a 40× 40 cm2 cross section and two different particle sources: an ideal 5 keV
monodirectional planar disk source of 10 cm radius, and the RA-6 reactor hyperthermal

beam of 7.5 cm radius. Note that simulations with MCNP consider all possible reactions

in the medium. Appendix C presents the details of these simulations. As a result, MCNP

calculations derived differences smaller than 1% and 2.5 % between average fluences in

real and voxel geometries for the ideal and real source, respectively. Since these values

are of the same order as the statistical uncertainties for numerical values (∼ 1%), average
fluences can be considered the same in the original and voxelized slabs. This is consistent

with above arguments.

4.2.2 Parallelepiped phantoms

Now, consider an infinite parallelepiped phantom (i.e., a half-space geometry), placed

with respect to the voxel grid in such a way that its p superficial centimeters lie in the

first layer of the 1 cm3 cells (0 < p < 1). The average fluence in this boundary portion of

the phantom can also be described with great accuracy. The main difference between this

problem and the previous one is that, in addition to the particle flux coming directly from
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(a) (b)
Voxel model
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HA    P
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Boundary
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Figure 4.2: Surface portion of a parallelepiped phantom. (a) Original geometry: highlighted
1 cm3 surface cell (A ∪ P ) contains a portion P of material M and a portion A of air, (b)
Voxel model: highlighted 1 cm3 surface cell (H) contains a homogeneous material composed
by material M and air.

the source, there is also a particle flux due to backscattering in the region contained in

the following layers. However, this flux can be considered as coming from a source in the

back and acting on the thin slab of material contained in the first layer. In other words,

the portion of phantom from the second layer on, acts on the first layer as another source.

This source is the same for both the real and the homogenized case. The way this source

acts on the first layer coincides with the one described for the thin slab. Therefore, the

average fluence in a portion of phantom contained in a cubic cell of the first layer can be

well estimated as the average fluence in the homogenized cell of the voxel model. Again,

this causes no significant error even if the phantom is not infinite but only large enough.

To summarize, in order to adjust the average fluence in the surface cells, the follow-

ing strategy proves accurate for the parallelepiped phantom: the average fluence in the

boundary portion of phantom P contained in a cubic voxel is to be estimated by the

average fluence in the whole cell H of the voxel model (see Fig. 4.2). Note that NCTPlan

algorithm computes the average fluence in H and uses this value to estimate the average

fluence in A∪P (i.e., the whole geometry contained in the 1 cm3 cell). The new strategy



§ 4.3 71

is to use the average fluence in H to estimate the average fluence in P .

Now, in most clinical applications, the patient’s anatomy is positioned in such a way

that, around the beam central axis, the surface is approximately flat and the central axis

is perpendicular to the local region. Therefore, the conclusions of the present analysis

also hold for these boundary areas.

4.2.3 Reassignment strategy

As the previously analysis suggests, the average fluence in a surface region is well approx-

imated by the average fluence in the homogeneous voxel. Now, to evaluate the fluence

in every point of the modeled geometry, the average fluence in the surface voxel must

be assigned to some point in space in order to carry out the interpolation/extrapolation

process. Instead of assigning it to the center of the voxel, as NCTPlan reconstruction

algorithm does, the new strategy is to assign it to the barycenter of the portion of the ge-

ometry contained in the voxel. This gives as a result, a very accurate estimation of average

fluences in boundary areas and also improves the punctual estimation of the fluence. The

performance of this new strategy will be presented for reference problem #1 described in

section 3.3.

4.3 Material percentage rounding

In all the previous reasoning, the effect of material percentage rounding was intentionally

neglected. By the material assignment procedure described in Chapter 3, the infinite p

centimeter thick slab (0 < p < 1) leads to a homogenized mixture in which the proportion

of slab material M is rounded to a multiple of 0.2. Clearly, the effect of rounding is

greater when p is an odd multiple of 0.1. In these cases, the algorithm rounds down 0.1

the proportion of slab material and rounds up the proportion of air (see section 3.2.2).

Note that from all odd multiples of 0.1, the one in which rounding has a more drastic
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effect is the case p = 0.1, since after rounding, the mixed material is only air.

To quantify this in an example, assume that p is an odd multiple of 0.1, the particle

source is planar and monodirectional, and that incident particles hit the slab surface

perpendicularly and have at most one scattering reaction inside the slab. From equation

(4.7), the relative difference between the average fluences for p and p−0.1 can be obtained.
This relative error is a decreasing function of p for 0.1 ≤ p ≤ 1 (see Appendix B).

Consequently, to estimate the error caused by rounding, it is enough to deal with the case

p = 0.1.

The calculation of the error caused by rounding for p = 0.1 is now presented. As

mentioned above, the voxel model of a 0.1 cm thick slab of material M is a 1 cm thick

slab of air. The average fluence in a homogenized cell (1 cm2 of cross section and 1 cm

thick) is proportional to the quotient between the mean track length in the cell and the

volume of the cell. Since in air it can be assumed that there are no scattering reactions,

the average fluence per particle entering the cell is 1 cm−2. On the other hand, the

average fluence in a portion 1 cm2 of cross section and 0.1 cm thick of the real slab can

be estimated as in the example. The assumption of at most one scattering reaction inside

the slab is readily fulfilled for neutrons in the case p = 0.1 (this is shown in Table B.1 of

Appendix B). Then, from Eq. (4.7), the average fluence per particle entering the cell is

Φ

N
=

1

0.1 cm3

Ã
0.2 cm− 1

ΣM
+
e−0.1cm ΣM

ΣM

!
(4.10)

=

Ã
2 +

e−0.1cm ΣM − 1
0.1cm ΣM

!
1

cm2
. (4.11)

Since the exponent in Eq. (4.10) is small, the second order expansion of the exponential

can be applied to obtain that this last expression is approximately
¡
1 + 0.1cm ΣM/2

¢
cm−2. Therefore, the relative error due to rounding is

1 + 0.1cm ΣM/2− 1
1 + 0.1cm ΣM/2

=
0.1cm ΣM

2 + 0.1cm ΣM
. (4.12)
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For values of ΣM between 0 and 2 cm−1, this represents in the worst case an error of

9%.

The derivation of equation (4.12) involves several assumptions. However, numerical

MCNP simulations for a slab of variable thickness p cm (0.1 < p < 1), irradiated with

two different neutron beams (a 5 keV monodirectional neutron beam of 10 cm radius and

the RA-6 BNCT reactor source), show the decreasing behavior of the relative error as a

function of p, and maximum errors of 7.9% and 9.7% for the case p = 0.1, respectively

(see Appendix C for details). Again it should be stressed that these simulations are

quite general considering ideal and real neutron sources and all possible reactions in the

medium.

Finally, it is worth noting that with minor changes, the rounding error analysis can

be carried out for any voxel cell size and any rounding percentage p. For example, equa-

tion (4.12) shows that the error due to rounding is approximately proportional to the

rounded percentage. Therefore, this error can be reduced to a half by rounding material

proportions to the closest 10% (instead of the closest 20%), and to a quarter by rounding

to the closest 5%. As a counterpart, the number of mixture materials to handle would

substantially increase: they would be 286 and 1771 respectively.

4.4 Reassignment strategy results for surface voxels

The performance of the reassignment strategy is now presented for the parallelepiped

phantom (see reference problem #1, section 3.3). Figure 4.3 illustrates the operation of

the strategy proposed in section 4.2 to improve the prediction of the punctual and average

fluences within the first millimeters of the phantom surface. As can be observed, the

thermal neutron fluences computed by the original voxel method for the parallel positions

of the parallelepiped phantom (positions 0, 2, 4, 6 and 8) overestimate the reference

values within the first 4 millimeters. The percentage relative differences between the
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Figure 4.3: Comparison of the original and reassigned thermal neutron fluences in the first
millimeters of the phantom surface. Reference corresponds to MCNP punctual estimation

original voxel model data and the punctual fluence (Reference) range from 54% at 0 mm

depth to 5% at 4 mm depth. However, these differences would be smaller if they were

computed using an averaged fluence as the reference (1 cm3 averaged tally). As shown in

Fig. 4.3, when the new strategy is applied to compute fluence values at shallow depths,

the agreement between Reference and the reassigned data is excellent. Percentage relative

differences between these latter are 2% on average for positions 0, 2, 4, 6 and 8, and 12%

on average for the remaining five positions. Note that for the odd grid positions, the

differences between real and rounded material percentages in surface cells are maximum.

If material percentages were not rounded for these cases, the resulting average deviation

would be as low as for the even positions. These results show that the deviation of

the original voxel model from Reference, though unavoidable, is not only due to the

homogenization in surface cells but also (and mainly) to the assignment of the average

values to the center of the cells. It is important to remark that the largest deviations for
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the original assignment (e.g., 54%) are forced by positioning the phantom with respect to

the grid in a most disadvantageous way, i.e., cells at the beam entrance do not minimize

the proportion of air. As a consequence, even if the rule to minimize the proportion of air

at the beam entrance by adequately positioning the phantom are not followed, accuracy

is obtained with the proposed reassignment.

Although the parallelepiped phantom in the angular position does not satisfy the

conditions of the analysis leading to the reassignment, the new strategy can be used to

adjust the punctual fluence in cases in which the geometric center of the surface voxel

lies outside the phantom. For these cases, the percentage relative differences between the

original voxel model data and the punctual fluence range from 140% to 56%. Again, the

voxel method overestimates reference values. The same holds when the 1 cm3 averaged

fluence is used as the reference, but the maximum deviation is 32% in this case. Applying

the strategy to reassign fluence values at shallow depths, the absolute value of the per-

centage relative differences decrease to 14% on average, with a maximum value of 23% at

the surface of the phantom. Again, the largest deviations are intentionally obtained by

positioning the phantom against the rules described above.

4.5 Discussion

In standard treatment planning systems for conventional radiotherapy, the time spent

in dosimetry calculations is around 5 minutes. On the other hand, for a typical BNCT

treatment plan, 50 million particle histories are usually tracked. This derives statistical

uncertainties of 0.1% and 2.5% for high and low dose regions, respectively. The process

of photon and coupled neutron-photon fields takes approximately 2 hours on a 2.4 GHz

Pentium IV processor with 512 Mb RAM. This execution time is achieved using a modified

version of MCNP4B, and it can be reduced if calculations are processed on a cluster

of computers [39]. Since the factor of speedup is roughly the same as the number of

computers used, a runtime similar to that involved in conventional radiotherapy could be
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attained. In attempting to improve the accuracy of the voxel model, two lines of action

naturally arise: to reduce the 20% step used for rounding material percentages and to

decrease the voxel size.

A reduction in the rounding percentages increases the number of material mixtures to

be considered in calculations. If the percentage step is set to 10%, the resulting number of

materials is 286. The impact of this change in the computing time is not important, but

the amount of memory utilized by the Monte Carlo code considerably increases. However,

this should not be a problem for a reasonable modern computer and, as described in section

4.3, this change could reduce relative errors to a half in some surface areas. A percentage

step of 5% would produce 1771 different material mixtures, which is impractical from the

point of view of computation time and memory usage.

In Ref. [41], Goorley et al. have studied the effect of decreasing the voxel size in

the Snyder model. They have shown that MCNP execution times and required memory

significantly increase if voxel size is reduced. For example, the improvements in dosimetry

results are small for a 4 mm voxel model over the 8 mm, and the memory required

increases of about 6 times. In Ref. [62], Kumada et al. remarked that a reduction in the

voxel size could lead to better results in the surface, but they reported that calculations

performed with a voxel side of 0.5 cm would take approximately 10 times as long as with

the 1 cm3 voxel. These drawbacks to the downsizing of the voxel size are important and

contrast to the minimum computational cost of the reassignment strategy presented in

this chapter. Another important point to consider for the voxel size selection, and thus the

tally volume, is related to the size of the sensitive volume of ionization chambers employed

in experimental measurements. The output current represents a spatial averaging of

neutron-photon interactions occurring in a typical volume of the order of centimeters [7].

Therefore, any reasonable comparison between experiment and calculation should involve

tally volumes of this order of magnitude.

Another procedure to improve the accuracy at the surface follows from the results
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presented throughout the previous and present chapters. It is a simple rule that does not

affect the execution time and memory usage. The anatomy images should be positioned

with respect to the voxel grid in such a way that cells at the beam entrance point are filled

with a mixture with minimum proportion of air. NCTPlan allows the user to examine the

voxelized model, indicating the material mixture produced for each cell in it. The fact

that the relative error caused by rounding decreases as the material proportion p increases

(or the same, as the proportion of air decreases) clearly supports this rule.

4.6 Concluding remarks

In all BNCT treatments carried out at present, the skin is considered one of the organs

at risk. Moreover, in the case of cutaneous melanoma in extremities, skin is essentially

the organ that limits the delivered dose to the patient. Since surface boundary areas are

those where homogenization can have a more distorting effect, the performance of the

voxel model in these regions was analyzed with special emphasis in this chapter.

A theoretical analysis was carried out to assess the distortion caused by homogeniza-

tion and also to estimate the errors due to the materials percentage rounding process.

Based on this analysis, a new strategy for the treatment of surface cells was proposed

without any detriment to MCNP execution times. The performance of the new strategy

was tested in two irradiation problems. For the parallelepiped phantom in parallel posi-

tion, the large thermal neutron fluence deviation present at shallow depths (from 54% at

0 mm depth to 6% at 4 mm depth) was reduced to 2% on average. Reassigning fluence

values in the case of the phantom in angular position produced the maximum deviation

in the thermal fluence to decrease from 140% to 23% at the surface of the phantom. This

case of sharp angle corners represents, however, an extreme limit of those encountered in

clinical situations.

The previous and present chapter results suggested a rule to position images with

respect to the grid in order to get the best performance. Even if these rules are not
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followed, as in the cases just presented, the reassignment provides very accurate estimates.

The mentioned results represent a substantial improvement to the performance of

the NCTPlan voxel model in surface areas. Since the NCTPlan TPS is currently used

in several BNCT projects, and in particular in the cutaneous melanomas protocol of

extremities in Argentina, the new strategy will be implemented in the newer version of

the NCTPlan code.
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Clinical trials at the RA-6 reactor

As introduced in previous chapters, metastatic melanoma remains a highly lethal disease,

with an incidence that continues to increase faster than any other cancer. Almost all

adjuvant treatments fail to control this malignancy [82]. If proven effective, Boron Neutron

Capture Therapy would represent a potentially useful modality for treating this disease

[29].

In an effort to evaluate the applicability of using a nuclear research reactor for the

treatment of cutaneous melanomas, the Comisión Nacional de Enerǵia Atómica of Ar-

gentina has developed a new BNCT facility at the RA-6 reactor in the Centro Atómico

Bariloche. The first BNCT facility was built a few years ago, and it was developed as

an epithermal beam [6, 14]. This facility was used for in vivo experiments with small

animals [23, 61]. Recently, the original epithermal beam has been thermalized, resulting

in a mixed beam -named hyperthermal beam- of lower-energy neutrons, and thus with a

lesser degree of penetration into tissues. Since the hyperthermal beam configuration has

been designed to optimize the dose distribution at 1 cm depth, this beam is expected to

inure to the benefit of surface tumor treatments [13]. However, the clinical efficacy of this

beam under the BNCT modality for cutaneous melanomas will depend not only on beam

quality but also on the boron compound distribution.

79
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In 2003, the CNEA-Instituto Roffo Phase I/II clinical trial of BNCT was approved by

the Administración Nacional de Medicamentos, Alimentos y Tecnoloǵıa Médica (ANMAT

# 3976, 2003) and by the Autoridad Regulatoria Nuclear (ARN #21190, 2003). The

protocol was designed to evaluate the efficacy and toxicity of BNCT for cutaneous skin

melanomas in extremities. Eligible patients are included if their melanomas are either

unresectable or resectable but surgery is not feasible due to the presence of multiple lesions,

and such patients are not receiving local radiotherapy and/or any systemic treatment for

such disease. In addition, all patients to be included in the trial are required to sign an

informed consent form.

Between October 2003 and April 2005, three patients with biopsy-proven nodular

melanoma of the extremity were treated to six separate sites as part of the Phase I/II

BNCT clinical trial. This chapter reports on the first skin melanoma treatments per-

formed at the RA-6 BNCT facility. Those treatments whose results are used in the

following chapters will be described in detail. Since clinical trials involve different areas

of preparation, the main foci of beam design/dosimetry and treatment planning approach

are discussed, including a brief description of the BNCT procedure in Argentina.

5.1 RA-6 Reactor

5.1.1 Beam design

RA-6 is a pool type reactor, with 500 kW of nominal power, and fuel 90% enriched

in U235. In 2001, the original epithermal beam was modified to produce the current

hyperthermal neutron beam, that provides a thermal neutron flux peak with about 1.0 x

109 cm−2 s−1 at approximately 1 cm depth.

In the design of the beam two boundary requirements were considered: to use the

same internal filter of the epithermal beam, and to have easily removable modifications to

restore the epithermal beam. The beam port configuration of the BNCT facility is shown
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Figure 5.1: Scaled, schematic representation of the RA-6 BNCT facility showing the main
components of the beam port.

in Fig. 5.1. The primary neutron filtering and moderating materials used in the beam line

are aluminum and aluminum oxide. The acrylic cylindrical block of 62 cm in diameter

and 3 cm thick, just downstream of the final bismuth gamma shield can be inserted or

removed to produce a hyperthermal or epithermal neutron beam, as desired [7, 13]. The

array of the selected materials provides the desired beam tuning, collimation as well as

shielding outside the beam.

5.1.2 Beam model and physical dosimetry

In order to determine the RA-6 source model and reference physical dosimetry for treat-

ment planning calculations with NCTPlan TPS, a series of coupled computations and

measurements were performed using MCNP4C radiation transport code [9], and standard

phantoms and measurement methods [7].

Neutron and photon distribution sources were defined on a disk of 15 cm radius and

have circular symmetry. Both distribution sources follow the same discretization scheme.
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The total source intensity is sampled from a relative frequency histogram of 20 radial bins.

Within each radial bin, the positions of the particles are sampled from a distribution that

is a function of the distance from the particle to the beam center. Energy and angular

distributions are provided for 4 radial intervals, with limits at 5, 7.5, 10 and 15 cm. For

each of these intervals, the relative frequency of 49 energy groups is given. These multiple

energy bins are different for neutrons and photons. In addition, for each radial interval,

3 different angular distributions were calculated: one for thermal neutrons (0-0.5 eV),

one for epithermal neutrons (0.5 eV-10 keV), and one for fast neutrons (10 keV-17 MeV).

Regarding photons, the energy limits considered have been 0.6 MeV, 3 MeV and 10 MeV.

All angular distributions (i.e., the distribution of angles between the particle direction

and a vector normal to the source surface) are given in 10 angular sectors with the same

probability.

The source verification and normalization process was carried out using the experi-

mental dosimetry derived in the cubic water phantom (see section 3.5.1). As described in

Chapter 3, dose and neutron flux-depth distributions produced by the RA-6 hyperthermal

beam were also measured in a cylindrical water-filled phantom. Since this geometry rep-

resents a suitable approximation for extremities, this system was selected as a reference

for performing the beam physical dosimetry, along with the cubic phantom.

5.2 Computational dosimetry for cutaneous melanoma

patients

In order to compute the dosimetry for skin melanomas patients, the following assumptions

regarding materials compositions, kerma factors, RBE and CBE factors, and tolerance

and therapeutic doses were made.
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5.2.1 Materials

Three material types were chosen to model peripheral melanomas: air, muscle and bone.

Air composition was taken from Chadwick et al. [17]. Muscle and bone compositions

were taken from ICRU reports 44 and 46 [50, 51], and correspond to adult muscle and

adult femur compositions, respectively. The bases for selecting muscle as a representative

material for soft tissue are as follows.

As described by Goorley et al. [41], while variations in the hydrogen concentration

can affect neutron transport due to its large cross section and high atomic density, small

variations in nitrogen will have little impact. Therefore, as hydrogen concentration and

density are almost the same for muscle and skin (∼ 10% by mass, ∼ 1.05 g/cm3), no

significant difference should be expected in terms of particle transport assuming that all

soft tissue is muscle. Melanoma elemental composition, as described by Maughan et al.

[71, 72], has on average 9.4% of hydrogen content and 1.04 g/cm3 of physical density.

Thus, differences between muscle and melanoma hydrogen density are no greater than

0.8% resulting in a relatively negligible effect from the radiation transport viewpoint.

5.2.2 Kerma factors

The neutron kerma factors used to convert neutron flux into absorbed dose rates were

derived from ICRU 63 elemental kerma data, as described in Ref. [41]. Adult skin

composition taken from ICRU report 46 was the tissue type used to specify absorbed

dose rates [51]. Two different considerations motivated this selection. First, the organ

at risk (OAR) considered by physicians when treating peripheral melanomas is the skin.

Second, skin has the highest nitrogen content compared to muscle and bone. As variations

in nitrogen proportionally change thermal neutron kerma factors and consequently the

derived dosimetry, selecting skin kerma factors will always overestimate absorbed doses

in muscle and bone. It should be noted that this does not apply to melanoma tissue

type. Maughan et al. reported 5.6% and 5.9% of nitrogen content for two melanomas
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Figure 5.2: Neutron kerma ratios for melanoma, muscle and bone to skin tissue types. The
RA-6 neutron source is shown as a function of particle energy in MeV and it is referred to
the right Y-axis. In the neutron energy range of 10−10 and 10−4 MeV, muscle-to-skin and
bone-to-skin kerma ratios are less than one while melanoma-to-skin is greater than one.

of different histologies [71]. Hence, the nitrogen content of this tissue type is on average

33% higher than that of skin. Therefore, the thermal neutron dose that arises primarily

from 14N(n, p)14C reaction will be underestimated in the tumor.

Figure 5.2 shows neutron kerma ratios for melanoma, muscle and bone tissue types

to skin tissue type. The energy distribution of the RA-6 neutron source is also shown

in the plot. In the range of 10−10 and 10−4 MeV neutron energies, where the most

significant part of the neutron spectrum is located, both muscle-to-skin and bone-to-skin

kerma ratios are less than one. In contrast, for the same energy range melanoma-to-

skin neutron kerma ratio is greater than one, reflecting that the elemental composition

of melanoma tissue has a higher nitrogen content than that of skin. Although changes

in the energy distribution of the neutron source are expected due to neutron interactions

with the medium, only moderation effects will occur leading neutrons to a lower energy

range. Thus, an overestimation of absorbed doses in muscle and bone -as well as an

underestimation of doses in tumor- should be expected accordingly, if only skin neutron
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Figure 5.3: Photon kerma ratio between bone and muscle tissue types. The RA-6 structural
photon source is shown as a function of particle energy in MeV and it is referred to the right
Y-axis. Differences between kerma factors are evident for photon energies in the range of 1
and 200 keV where the kerma ratio is greater than one.

kerma factors are taken into consideration.

Muscle photon kerma factors used in calculations are derived from the mass energy

absorption coefficients (µen/ρ) reported in Attix, appendix D.3 [1]. Since the values of

µen/ρ depend on the atomic number of the material, some differences will be expected

between muscle and bone photon kerma factors. The incidence of using muscle instead

of bone kerma factors in the computed structural photon dose rates was estimated by

integrating each material kerma factor times the RA-6 structural photon source. Differ-

ences of 1% were found in the dose rate estimations, showing that the effect of considering

muscle instead of bone kerma factors is negligible from the perspective of dose calculation.

Figure 5.3 shows the ratio between bone and muscle photon kerma factors versus

energy in MeV. The energy distribution of the RA-6 structural photon source is also

shown in the plot, and it is referred to the right Y-axis. Differences between kerma

factors are evident for photon energies in the range of 1 and 200 keV where the kerma

ratio is much greater than one. The main contribution to the difference in the absorbed
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RBE/CBE Skin Melanoma
Factors (Normal Tissue) (Tumor Tissue)

Photons 1 1
Thermal Neutrons 3 3
Fast Neutrons 3 3
Boron Reaction 2.5 3.8

Table 5.1: RBE and CBE weighting factors assumed for normal skin and malignant
melanoma [20, 29, 34].

doses based on muscle instead of bone comes from low energy photons (50-200 keV).

However, due to the characteristics of the RA-6 photon spectrum, this difference is no

greater than 1%. Prompt gammas, which are produced mainly by neutron capture in

hydrogen, will also contribute to the photon dose component. Nonetheless, as induced

photons contribute to the high-energy peak of 2.2 MeV, negligible differences should be

expected. Pair production due to 2.2 MeV photons is not important for low-Z materials

such as biological tissues. Thus, its contribution to 511 keV peak will be negligible.

Boron kerma factors computed from the ENDF/B-VI nuclear data library [86] for the

10B(n,α)7Li reactions were used to estimate the boron dose component.

5.2.3 Biological effectiveness factors and boron concentrations

To calculate the biologically weighted dose (RBE Gy), RBE and CBE weighting factors

listed in Table 5.1 were assumed [20, 29, 34].

In most BNCT clinical trials mediated by the administration of BPA-F complex,

the estimate of the boron concentration in skin and tumor tissues is based on the 10B

concentration in blood, and relies on the assumption that its level can be described as

single static ratios, named skin-to-blood and tumor-to-blood 10B concentration ratios.

Based on Fukuda’s work [31], these ratios were assumed to be 1.5 and 3.5 for skin and

tumor, respectively.
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5.2.4 Tolerance and therapeutic doses

It was mentioned above that skin is considered the critical normal structure (OAR). As

the CNEA melanoma clinical trial is a Phase I/II, the maximum tolerable dose (MTD) for

skin was adopted as a therapeutic dose, regardless of the boron concentration in tumor.

To evaluate the dose distribution in the skin, a superficial 5 mm thick layer of tissue is

considered.

According to the skin toxicity analysis of Douglas with photons [26], Fukuda et al.

assumed 18 RBE Gy as the MTD in skin for a field size of 100 cm2 [29]. Although

this tolerable dose corresponds to a uniform dose distribution over the field size, it was

considered the starting point for the dose prescription in the clinical trials of Argentina.

It is known that the skin tolerable dose decreases as the field size increases [21]. The

beam aperture of the RA-6 reactor is 15 cm in diameter and, as a consequence, it would

represent at least a field size of ∼ 176 cm2. Thus, the empirical model proposed by Cohen
and Kerrich [21] was used in order to scale the value of 18 RBE Gy. The empirical model

states that dosage is adjusted for field size by a factor Zy, where Z is the field length

(or side of equivalent square) and y = −0.33 for skin. As a result, a value of ∼ 16.5

RBE Gy was obtained and applied to the first BNCT treatment in Argentina. Regarding

the tumor control dose, 20 RBE Gy was the dose assumed for a 90% of tumor control

probability in lesions with mean diameters of 1 cm or lower [29].

5.3 Overview of a BNCT treatment

The procedure begins at the radiation oncology department of the Instituto Roffo, where

candidates are proposed to subject themselves to BNCT for palliative radiotherapy, pur-

suant to the CNEA-Roffo Phase I/II clinical trial for extremity skin melanomas. Informed

consent forms are provided to subjects for their review, and all questions are answered

prior to any involvement in the study. Subjects who decide to participate in the study
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Figure 5.4: (a) Patient positioning at the SR, (b) beam’s eye view at the SR, (c) patient set
up at the IR, and (d) reactor exit port at the IR.

are required to sign the informed consent document.

Once a subject is enrolled in the clinical trial, the first step is to determine the posi-

tioning of the patient. This procedure is carried out at the Centro Atómico Constituyentes

in Buenos Aires. The positioning is determined in a simulation room (SR) that replicates

the geometry of the BNCT irradiation room (IR) at the reactor. As shown in Fig. 5.4, the

SR presents the additional advantage of a beam’s eye view through a transparent acrylic

window. This window is gridded with a reference X-Y coordinate system that mimics the

gridding at the reactor exit port (see Figs. 5.4 [b] and [c]). A series of holes machinated

through the acrylic window allows marking the patient’s skin for reference purposes, and

determining distances in the beam direction (Z-axis) to each external skin mark.
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After the radiation oncologist defines the region to be treated, the optimal patient

position for the treatment is determined and fixed by means of positioning devices. Ref-

erence marks are set in accessible and accurate positions for repositioning in the IR, and

radio-opaque fiducial markers are placed for computational dosimetry, which allow to

define the orientation of the beam axis for treatment planning.

Once the patient positioning was determined in the SR, a planning CT study of the

patient’s extremity is performed, trying to reproduce the same deformation of the anatomy

with the help of the positioning devices and fiducial markers. A set of 125 contiguous 2

mm CT scans of the patient anatomy is acquired by a helicoidal scanner and subsequently

images are cleaned and processed to be used in the treatment planning system. Dose

calculations and treatment plan evaluation are performed using the NCTPlan v. 1.3

treatment planning system [37], and the DVH Tool system [38] (a code developed by

CNEA specifically for the calculation of Dose-Volume Histograms (DVH) in BNCT).

Based on the CT study of the patient’s extremity and an average concentration profile of

10B in blood, treatment plans are obtained subject to the above-mentioned assumptions.

The irradiation time is computed by integrating the boron-dependent maximum dose rate

times the average 10B concentration profile to obtain the prescribed MTD. The time-to-

MU conversion factor is obtained from the reading of the beam monitoring fission chamber

at the reactor reference power. To evaluate the dose distribution in the skin, a cumulative

dose-volume histogram for a superficial 5 mm thick layer of tissue is computed.

The treatment team and the patient travel together to the Centro Atómico Bariloche

and at the arrival day, a positioning set-up is implemented. Patient repositioning in the

IR is accomplished by placing the patient and the positioning devices on the couch, and

locating the external marks with reference to the grid (see Figs. 5.4 [c] and [d]). Fine

adjustments to the patient’s orientation are made, and the appropriate distances from

each point to the grid are verified. On the following day, the patient is treated. Patients

receive a 14 g m−2 BPA dose, infused intravenously over 90 minutes, and during this
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time, blood samples are extracted in spans of 10-15 minutes. These samples are analyzed

for boron content, and blood boron concentration values are plotted versus time. At the

end of the infusion, and during patient preparation and positioning in the IR, additional

blood samples are taken and analyzed until the start of irradiation. Based on the blood

samples analyzed before the start of irradiation, which is approximately 90 minutes after

the end of the infusion, a preliminary treatment time is computed. Since blood sampling

during irradiation is not feasible, the open 2-compartment model developed by Kiger et

al. [55] is employed to fit the boron concentration measurements in blood. While the BPA

infusion is performed, the reactor is started up, and the beam monitoring system tested.

Owing to the absence of a beam shutter, the reactor is then set to critical state at very

low power, in order to allow access of personnel to the irradiation room for the patient

positioning. Next, the reactor power is increased to its reference value, and the patient

irradiation is performed until the updated monitor units are reached. Thus, the final MU

value includes the patient exposition during the initial transient, and it is determined on

the basis of the last blood sample once the irradiation has begun. During the course of the

irradiation, two TV cameras and intercom, an EKG, and a pulse oximeter continuously

monitor the patient. In order to estimate the gamma dose distribution on different parts

of the patient’s body, a set of TLDs 700 are utilized during each irradiation (typically

located outside the external beam port).

After the irradiation, additional blood samples are taken every six hours allowing a

retrospective evaluation of the treatment to be completed. Finally, the patient is hospi-

talized for medical supervision until the following day, when she/he and the treatment

team travel back to Buenos Aires.
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5.4 Irradiations

5.4.1 Patient #1

Clinical case and outcome

The subject was a 54-year-old woman who had her fifth toe of her right foot amputated

on November 13, 1999, because of a skin melanoma 2 cm deep and 3 cm wide. In July

2001, she received a right-side groin dissection due to a 7-lymph-node massive metastasis.

In January 2003, the patient developed multiple subcutaneous node involvement on the

right leg. Owing to pain and bleeding caused by those nodes, the patient was examined at

the radiation oncology department of Instituto Roffo for palliative radiotherapy. Since a

multiple nodes progression at the level of the external face of her right thigh was observed,

she was proposed to subject herself to BNCT.

Prior to BNCT, thirty nine melanoma nodules were clearly identified (Fig. 5.5 [a]).

Only 25 of the nodules lay within the region defined by physicians as the target of the

treatment. However, the 39 mentioned nodules were labelled and measured in size for

tumor control and dose evaluation purposes. Tumor nodules were too small to appear in

medical images. Then, to determine mean tumor diameters some approximations were

applied. First, the superficial diameter of each nodule was measured assuming their shapes

were well represented by small circles. Since tumor biopsies revealed that nodules were

very shallow of 2 or 3 millimeters in depth, i.e. similar to their superficial diameters, each

mean nodule diameter was assigned its superficial dimension. Local tumor responses at 3

months follow-up were assessed clinically by inspection and palpation by three different

radiation oncologists (Fig. 5.5 [b]). Responses were graded based on standard World

Health Organization (WHO) criteria as follows: CR = complete response (i.e., 100%

tumor remission); PR = partial response (more than 50% tumor remission); NC = no

change (from 50% tumor remission up to 25% tumor progression), PD = progressive

disease (more than 25% tumor progression). Table 5.2 in page 99 summarizes details on
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Figure 5.5: (a) Patient # 1 with a multiple node progression at the lateral face of her right
thigh. Prior to BNCT treatment, 39 nodules of interest were labeled and measured in size,
and (b) Response three months after BNCT (see Table 5.2).
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Figure 5.6: Measured blood 10B concentration-time profile with the in vivo and retrospective
fitted model results for patient #1. Predictions bounds at 95% level are shown for the
retrospective curve.

tumor sizes and responses.

Skin and tumor doses: retrospective analysis

Figure 5.6 shows the measured concentration-time profile of 10B in blood and the fitted

model results. Blood samples taken up before the start of the irradiation were used

to determine the model prediction of 10B concentration for computing the irradiation

duration. To achieve the prescribed MTD of 16.5 RBE Gy, the computed treatment time

was 53 minutes. Based on the complete set of blood samples and the fitting with the

2-compartment model a retrospective estimation of the maximum dose delivered to the

skin as well as the average doses to the nodules was carried out.

Tumor spatial coordinates are usually determined in the treatment planning system
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Figure 5.7: Surface tumor dose distribution for a 3.5 tumor-to-blood 10B concentration ratio
in patient #1.

from the ROIs delineated by physicians on CT images. In this particular case, delineation

of tumors were not feasible due to their small size (see Table 5.2). Therefore, tumor doses

were assumed uniform over each tumor volume, and were determined by superimposing

the superficial tumor dose distribution on the picture of the patient’s extremity. First,

the patient anatomy was computationally reconstructed from CT scans using MATLAB

software (The Mathworks, Natick, MA). Then, the dosimetry data output derived from

NCTPlan was evaluated on the surface of the reconstructed anatomy for a 3.5 tumor-to-

blood 10B concentration ratio (Fig. 5.7).

For computing biologically weighted doses, assumptions described in section 5.2 were

used. The average value of 10B in tumor used for these calculations was computed based

on the retrospective fitting shown in Fig. 5.6. Using fiducial markers as references, an

image registration between the picture of the patient’s extremity (Fig. 5.5 [a]) with the
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Figure 5.8: Surface tumor dose distribution superimposed on the patient’s extremety prior
to BNCT treatment.

dose distribution plot (Fig. 5.7) was performed. Figure 5.8 depicts the result of this

procedure. From the detailed analysis of this figure, a set of 39 average tumor doses was

derived.

5.4.2 Patient #2

Clinical case and outcome

The patient was a 75-year-old woman with a nodular melanoma progression at the front

side of her inferior right leg. In June 2004, the patient was examined at the radiation

oncology department of Instituto Roffo for palliative radiotherapy, and was proposed to

subject herself to BNCT. At the time of the treatment, the patient presented 10 nodules

at the target area, although a total of 12 were labelled and delineated on the CT scans
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performed prior to the irradiation for evaluation purposes (Fig. 5.9 [a]). Tumor sizes were

computed using the DVH Tool System [38].

Local tumor response at 14 weeks follow-up was assessed clinically by visual inspection,

and verified by sequential CT scans. The standard WHO criteria described above was

used to score responses (see Fig. 5.9 [b]).

Skin and tumor doses: retrospective analysis

According to the normal tissue dose escalation protocol, a MTD of 22 RBE Gy was

prescribed to this patient. Figure 5.10 shows the measured concentration-time profile of

10B in blood and the fitted model results. The resulting treatment time based on the blood

samples taken up before the start of the irradiation was 76 minutes. Using the complete set

of blood samples and the fitting with the 2-compartment model a retrospective estimation

of the maximum dose delivered to the skin as well as the doses to the nodules was carried

out.

NCTPlan TPS [37] was used to compute normal and tumor doses. The average value

of 10B in tumor used for these calculations was computed based on the retrospective fitting

shown in Fig. 5.10. The 3D dose distribution for each nodule was obtained using the

DVH System [38]. Then, maximum, minimum and mean doses could be determined in

each volume of interest (VOI).

5.5 Dosimetry and clinical results

5.5.1 Patient #1

According to the retrospective analysis, the patient received a maximum dose to the skin

of 15.8 RBE Gy, with a 95% confidence interval of [14.8, 16.8] RBE Gy which contains the

prescribed MTD (16.5 RBE Gy). This interval was computed from the 95% prediction
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Figure 5.9: (a) Patient # 2 with a multiple node progression at the front side of her inferior
right leg. Prior to BNCT treatment, 12 nodules of interest were labeled for evaluation
purposes, and (b) Response fourteen weeks after BNCT (see Table 5.3).
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Figure 5.10: Measured blood 10B concentration-time profile with the in vivo and retrospec-
tive fitted model results for patient #2. Predictions bounds at 95% level are shown for the
retrospective curve.

bounds for the fitted curve (see Fig. 5.6). The mean of the maximum dose to the skin

was 4.2 % lower than the MTD. This retrospective value corresponded to a mean skin

10B concentration of 17.1 ppm which was 8.9% lower than the predicted value during the

course of the irradiation. A grade 1 RTOG/EORTC skin acute reaction was detected

after the first day of treatment, and the maximum radiation-induced reaction over 1 year

follow-up was scored as dry desquamation. Table 5.2 presents the derived absorbed tumor

dose for each of the 39 indexed nodules (see Fig. 5.8), along with original tumor sizes and

tumor responses 3 months after BNCT.

As mentioned before, 25 out of 39 labelled nodules were considered the target of the

treatment. After three months follow-up, 21 out of 25 nodules were in complete clinical

response, 1 in partial response and the remaining with no change. As a consequence of
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Nod. d Tumor Dose Tumor Nod. d Tumor Dose Tumor
ID (mm) (RBE Gy) response ID (mm) (RBE Gy) response

(3 months) (3 months)
1 3.4 20.3 NC 21 2.7 13.2 NC
2 10.3 25.6 CR 22 2.9 20.3 CR
3 2.4 23.8 CR 23 3.0 22.0 CR
4 3.1 25.6 NC 24 3.7 20.3 CR
5 3.1 23.8 CR 25 4.0 20.3 CR
6 3.2 22.0 CR 26 2.2 18.6 CR
7 3.2 18.6 CR 27 2.1 15.0 CR
8 3.3 16.8 CR 28 3.4 20.3 CR
9 4.4 13.2 PR 29 3.7 11.5 CR
10 3.3 25.6 CR 30 4.5 9.7 NC
11 4.0 27.3 NC 31 3.4 7.9 NC
12 2.8 29.1 CR 32 3.2 9.7 PR
13 2.7 30.9 CR 33 5.2 6.2 NC
14 3.7 11.5 CR 34 4.1 6.2 NC
15 2.9 27.3 CR 35 2.2 4.4 PD
16 3.5 16.8 NC 36 4.0 4.4 PD
17 2.8 23.8 CR 37 3.3 2.7 PD
18 3.5 25.6 CR 38 3.0 2.7 PD
19 2.8 29.1 CR 39 2.5 16.8 NC
20 2.8 29.1 CR – – –––
d = mean tumor diameter; CR = complete response; PR = partial response; NC = no change;

PD = progressive disease.

Table 5.2: Details on tumor sizes, doses and responses for patient #1.

these encouraging results, a second irradiation was performed in a different location of the

extremity of the same patient two months after the first irradiation. The prescribed MTD

was 20 RBE Gy and the actual maximum dose delivered to the skin was 18.5 RBE Gy

(this is, the expected value of the maximum dose to the skin). Owing to the large disease

progression outside the irradiated field, the observation time for in-field progression was

very short (less than 2 months). Again, a very low toxicity to the normal skin was

observed. Regarding tumor responses, 12 out of 21 nodules had an objective local tumor

response (CR+PR) and 9 had no change. It should be stressed that most of the mean
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Nod. v d Tumor Dose Tumor
ID (cm3) (mm) (RBE Gy) response

(14 weeks)
1 0.46 9.5 [45.9, 53.5] NC
2 0.09 5.6 [32.6, 36.9] CR
3 0.21 7.4 [30.7, 37.3] NC
4 0.41 9.2 [20.6, 30.3] NC
5 0.30 8.3 [38.0, 45.0] NC
6 0.29 8.3 [47.7, 56.0] NC
7 0.66 10.8 [45.0, 54.0] NC
8 0.19 7.2 [47.7, 55.0] PR
9 0.12 6.1 [47.6, 53.4] NC
10 0.87 11.8 [37.6, 50.3] NC
11 0.60 10.5 [18.4, 36.5] NC
12 0.78 11.4 [16.5, 27.9] PD
v = tumor volume;
d, CR, PR, NC, and PD as in Table 5.2.

Table 5.3: Details on tumor sizes, doses and responses for patient #2.

tumor diameters involved in the second irradiation were much larger (> 10 mm) than

those in the first treatment.

5.5.2 Patient #2

On the contrary to the first irradiation, the predicted pharmacokinetic profile during

irradiation was below the retrospective fitting (see Figs. 5.6 and 5.10). According to these

results, the patient received a maximum dose to the skin of 22.6 RBE Gy, with a 95%

confidence interval of [22.0, 23.3] which contains the prescribed MTD (22 RBE Gy). The

mean of the maximum dose to the skin was 2.7% higher than the MTD. This retrospective

dose corresponded to a mean skin 10B concentration of 22.1 ppm which was 4.7% higher

than the predicted value during the course of the irradiation. Dull erythema was observed

one day after treatment (grade 1 RTOG/EORTC reaction). No skin toxicity was detected

over seven months follow-up. Table 5.3 shows the original tumor volumes computed from
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the contours delineated by physicians on CT scans. Assuming that each nodule can be

represented as a sphere, approximated mean tumor diameters were computed from the

original determined volumes. In this patient, each tumor dose is reported as an interval,

ranging from the minimum to the maximum dose in the nodule (Table 5.3). Note that in

BNCT the dose distribution varies significantly with depth, and then, the dose uniformity

level present in conventional radiotherapy is virtually impossible to achieve, particularly

in large tumor volumes. Local tumor responses at 14 weeks follow-up are shown in Table

5.3. The results of the treatment at this time showed stabilization of the disease in the

target area and 1 complete remission. Owing to the slow evolution of the tumor response

in this patient, physicians considered a 14-week follow up not enough time to assess the

final treatment endpoint. Therefore, the clinical outcome of this patient is still under

evaluation.
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Chapter 6

Determination of tumor-to-blood 10B

concentration ratios

6.1 Introduction

It is widely known in radiotherapy that the probability of tumor control strongly depends

on the absorbed dose in tumor tissues. In the particular case of BNCT, a large fraction of

this dose is due to the densely ionizing particles that result from the reaction 10B(n,α)7Li.

In most BNCT clinical trials mediated by the administration of BPA-F complex, the

estimate of the boron concentration in tumor for treatment planning and during the

irradiation of a patient is based on the 10B concentration in blood, and relies on the

assumption that its level can be described as a single static ratio, named tumor-to-blood

10B concentration ratio. This ratio will be referred to as “tumor-to-blood ratio” or simply

“the ratio”.

Some authors have reported that static tissue-to-blood uptake ratios do not completely

reflect the dynamic 10B loading and washout behavior expected in tumor and normal

tissues [55]. However, Fukuda et al. [31] measured skin-to-blood and tumor-to-blood

ratios in melanoma patients, and observed a relatively constant value during 6 hours after

103
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the end of the boron compound infusion. In addition, this assumption as well as the single

value for the ratio have been accepted and applied so far, due to the difficulty of in vivo

boron quantification in different tissues and volumes during the treatment. Therefore,

the better this ratio is known, the more accurately the absorbed dose can be computed,

and consequently, a more efficient treatment will be delivered.

In order to determine the tumor kinetics of the boron compound, and therefore the

tumor-to-blood ratio, different groups have performed pharmacokinetic studies in tumor

and blood tissues [11, 18, 31, 69]. In these studies, biopsy specimens are resected for boron

analysis after BPA administration, and in some cases, patients must undergo surgery to

obtain tissue samples. This technique to estimating the tumor-to-blood ratio is the most

natural and direct. However, it is sometimes costly, time-consuming and invasive for the

patient.

In this chapter, a new approach to determine the tumor-to-blood 10B concentration

ratio is presented. It consists of a maximum likelihood estimate [84] from the clinical

outcome of a BNCT treatment. In other words, the estimated ratio is the value that

makes the clinical output most probable or likely. The present estimation is based on

the clinical outcome of the first skin melanoma BNCT treatment performed in Argentina

[35], described in Chapter 5.

6.2 Procedures

6.2.1 Clinical case description

As described in Chapter 5, the first patient treated at the RA-6 reactor presented su-

perficial nodular melanomas at the level of the external face of the right thigh. In this

patient, the clinical response of 39 nodules was assessed at 3 months follow-up, and it

was graded based on the standard WHO criteria (see Table5.2). For the purpose of the

method that is introduced, tumor responses are interpreted in a binary fashion, i.e., as



§ 6.2 105

Nod. Tumor Nod. Tumor
ID response ID response

(3 months) (3 months)
1 Non-CR 21 Non-CR
2 CR 22 CR
3 CR 23 CR
4 Non-CR 24 CR
5 CR 25 CR
6 CR 26 CR
7 CR 27 CR
8 CR 28 CR
9 Non-CR 29 CR
10 CR 30 Non-CR
11 Non-CR 31 Non-CR
12 CR 32 Non-CR
13 CR 33 Non-CR
14 CR 34 Non-CR
15 CR 35 Non-CR
16 Non-CR 36 Non-CR
17 CR 37 Non-CR
18 CR 38 Non-CR
19 CR 39 Non-CR
20 CR
d = mean tumor diameter; CR = complete response;

Non-CR = non-complete response (PR+NC+PD).

Table 6.1: Details on tumor responses for patient #1. See Table 5.2.

complete response (CR) for complete disappearance and regression of pigment plaque and

tumor, and non-complete response (non-CR) otherwise. Following this scoring, clinical

responses reported in Table 5.2 are rewritten as shown in Table 6.1.

6.2.2 Tumor dose as a function of tumor-to-blood ratio.

Throughout, r will denote a value of the tumor-to-blood 10B concentration ratio. For a

fixed value of r, the absorbed dose in a point inside a tumor can be computed from a 3D
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derived dosimetry as:

Dtumor(x, y, z) = Db−ind(x, y, z) + r Cblood Db−dep(x, y, z), (6.1)

where Db−ind and Db−dep are the boron-independent and boron-dependent (normalized to

1 ppm) biologically weighted dose, respectively, and Cblood is the average value of blood

boron concentration during the irradiation time. Equation (6.1) shows that the tumor

dose dependence on the boron concentration ratio r is linear.

In section 5.4.1, the procedure followed to determined the 39 tumor doses for r = 3.5

was presented. These doses are listed in Table 5.2. Applying the same procedure as

before, a new set of 39 tumor doses was determined for the case r = 2.5. Then, from Eq.

(6.1) and the two sets of 39 tumor doses, the linear equation of every nodule dose as a

function of r was computed.

6.2.3 Tumor control probability model

In 1985, Overgaard et al. [80] presented a detailed analysis of conventional radiother-

apy in 204 lesions of malignant melanoma in 114 patients with regard to radiobiological

parameters such as total dose, dose per fraction1, treatment time, tumor volume and

fractionation models. In this work, they have shown that neither total dose, treatment

time nor various modifications of the nominal standard dose concept [28] have any well-

defined correlation with response. However, they have found a significant relationship

between dose per fraction and response so that high doses per fraction yielded a signif-

icantly better response. The lack of treatment time influence allowed them to analyze

their data according to the linear-quadratic model2 yielding an α/β ratio of 2.5 Gy. Using

this ratio, a volume corrected iso-effect formula for malignant melanomas was presented

1Dose per fraction: In a multifraction treatment, the dose is divided into a number of fractions in
order to spare normal tissues (due to repair and repopulation effects), and to increase damage to the
tumor (due to reoxygenation and reassortment effects). For details see Ref. [42].

2Linear-quadratic model: the cell survival curve is given by S = e−αD−βD
2

, where S is the fraction
of cells surviving a dose D, and α and β are constants. The α/β ratio is the dose at which cell killing by
the linear (α) and quadratic (β) contributions are equal.
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ETD Response (%)
(Gy) None Partial Complete
≤ 50 78 19 3
51-70 41 33 26
71-90 13 46 41
91-110 16 26 58
111-130 4 16 80
131-150 8 0 92
> 150 0 7 93

Table 6.2: Relationship between extrapolated total dose and tumor response [80].

(Eq. [6.2]). They introduced the concept of extrapolated total dose (ETD), a quantity

by which different fractionation regimens can be intercompared. The ETD comprises the

effect of tumor size, total dose, and dose per fraction on tumor response. In other words,

two fractionated regimens that have the same ETD are supposed to lead to the same

level of injury or control. It can be calculated as:

ETD = Dtumor
d+ α/β

α/β

µ
M

1 cm

¶−0.33
, (6.2)

where Dtumor and d are the tumor total dose and dose per fraction (in Gy), respectively,

M is the mean tumor diameter (in cm), and α/β is 2.5 Gy for melanomas.

In addition to the ETD concept, they also reported experimental data relating the

extrapolated total dose and tumor response. This latter was recorded as either none,

partial (i.e., ≥ 50% reduction of tumor volume), or complete response (i.e., total disap-

pearance of tumor). The observation time was between 2 and 180 months, with the short

observation occurring mainly in patients who had disseminated disease and were treated

with palliative intention. Table 6.2 summarizes their results.

Based on the concept of ETD and the reported experimental data of achieving com-

plete response, an expression for the tumor control probability (TCP ) as a function of

the tumor-to-blood ratio (r) was derived in the present work as follows. In cases of single

irradiation as the ones considered in the current analysis, Dtumor equals d in equation
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(6.2). Since the ETD is a function of Dtumor and, as Eq. (6.1) shows, Dtumor is a function

of the tumor-to-blood ratio r, the ETD can be expressed as a function of r. In order

to determine an explicit function for the tumor control probabilityin terms of the ETD,

a two-parameter model based on a logit function was proposed. From data of achieving

complete response in Table 6.2, Fukuda et al. [33] presented a dose response curve, giv-

ing a 50% cure probability at the ETD level of 83 Gy and 90% at 180 Gy. Thus, the

expression for the TCP as a function of the extrapolated total dose is obtained finding

the parameters that satisfy these dose-response relationships. Expression (6.3) shows the

tumor control probability as a function of the ETD with its resulting parameters.

TCP (r) =
1

1 +
³

83
ETD(r)

´2.83 . (6.3)

Note that for each nodule i (i = 1, ..., 39), there is a different function TCPi, since

parameters Dtumor and M in equation (6.2) differ from one nodule to another. Figure

6.1 shows the TCP function for nodules 2, 4 and 19. Nodule 2 absorbed the same dose

as nodule 4, but is about three times as large (see Table 5.2). On the other hand, while

nodules 4 and 19 have similar sizes, the latter received a higher dose. This explains the

differences between the TCP functions for these three nodules.

6.2.4 Maximum likelihood estimate method

In order to determine the tumor-to-blood 10B concentration ratio r from the clinical

outcome of the first BNCT treatment, a maximum likelihood estimate method (mle) for

the set of random variables Xi (i = 1, ..., 39) is applied. The variables Xi are defined as:

Xi =

 1 if nodule i shows complete response

0 otherwise
.

One feature of this problem is that the random variables Xi are not identically dis-

tributed, since for the same concentration ratio r, the probability of success is different for
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Figure 6.1: Tumor control probability as a function of r for nodules 2, 4 and 19. See Fig. 5.8.

each nodule (Fig. 6.1). For a given r, the nodule i has a probability TCPi(r) of complete

response (i.e. probability of success). Therefore, each Xi is a Bernoulli random variable

with probabilities P (Xi = 1|r) = TCPi(r) and P (Xi = 0|r) = 1− TCPi(r).
Let xi denote the (actual, not random) clinical response of nodule i (see Table 6.1).

Independence between responses in different nodules is assumed. Therefore, the a priori

probability of obtaining the set of results (x1, ..., x39) is a function of r, i.e. the likelihood

function L(r), and can be computed as:

L(r) = P (X1 = x1, ...,X39 = x39|r) (6.4)

=
39Y
i=1

P (Xi = xi|r)

=
39Y
i=1

(TCPi(r))
xi (1− TCPi(r))(1−xi) .

Thus, expression (6.4) represents the joint probability that each random variable Xi

takes the observed value xi for a given r.

The maximum likelihood estimate r̂ for the tumor-to-blood 10B concentration ratio is
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then the value that maximizes L. In other words, r̂ is the ratio that makes the clinical

outcome most probable or likely.

To find a confidence interval for the ratio, the sampling distribution of r̂ is estimated

by means of a parametric bootstrap method, proceeding as follows.

A large number of repetitions of the clinical case is randomly simulated. In each

repetition, the response of nodule i (i = 1, ..., 39) is sampled using the tumor control

probability TCPi(r̂) (that is, the TCP obtained with the estimated tumor-to-blood
10B

ratio r̂). Thus, Xi is assigned the value 1 with probability TCPi(r̂) and 0 with probability

1− TCPi(r̂). For every set of 39 simulated responses, the maximum likelihood estimate

is computed just as it was done with the actual responses. This large set of maximum

likelihood estimates gives an estimation of the sampling distribution of r̂ which allows to

find its confidence intervals.

Finally, the expected number of nodules with positive response is computed for the

estimate r̂ and is compared with the actual number of positive responses (Table 6.1).

Results are presented in section 6.3.

6.2.5 Experimental measurements of tumor-to-blood ratios.

As part of the pharmacokinectic studies of boronophenylalanine-fructose in melanoma

patients carried out in Argentina [64], a biodistribution test was performed to the patient

considered for the present analysis prior to the BNCT treatment .

BPA preparation and infusion

L-p-boronophenylalanine 99% isotopically enriched in 10B was obtained from Boron Bio-

logicals (BB), its successor Ryscor Science (RS) (Raleigh, NC) and Glyconix (New York,

NY). The BB and RS products were recrystallized to avoid contamination or decomposi-

tion during a few years of storage. Chemical purity of the resulting products was verified

by high performance liquid chromatography (HPLC). A fresh solution of BPA-F was pre-
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pared for the patient according to the recommended procedure [18]. Pyrogen/sterility

tests were also carried out on incoming reagents and the final solution. The infusion was

used within 48 h of preparation.

The patient received a BPA administration of 300 mg kg−1 infused over 90 min via a

perfusion pump. Following the protocol, blood samples for boron analysis were collected

every 10 or 15 min for about 300 min.

Tissue sampling

Punch biopsies of normal skin and tumor were performed between 160 and 190 min

after the end of BPA administration. In order to obtain information about the possible

inhomogeneity of boron uptake between nodules, tumor tissue samples were extracted

from three different nodules.

Boron analysis

Boron measurements were performed by inductively coupled plasma optical emission spec-

troscopy (ICP-OES) employing an axially viewed plasma. Blood samples were prepared

by dilution of about 0.3 g of blood to 5 ml with water containing Triton X-100 (0.1%

v/v) and appropriate concentrations of strontium (Sr) and yttrium (Y) to be employed

as internal standards. Tissue masses between 7 and 30 mg were digested for 2 h at 60◦C

with a mixture of concentrated nitric and sulfuric acids, and the digest diluted to 1.0 ml

with a Triton X-100 solution containing also Sr and Y. Analyte emission intensity was

measured at 249.677 nm boron line. Matrix matched boron standards of concentrations

between 0.1 and 10.0 mg ml−1 were employed for calibration.

To predict 10B concentration in blood the pharmacokinetic two-compartment open

model [55] was applied to fit the experimental biodistribution data.

Punch biopsies were carried out during a period of 30 min. Since the boron concen-

tration in blood decreased very slowly during tissue sampling, a mean value of 15 ± 1
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Sample r
ID
1 1.8± 0.4
2 2.6± 0.5
3 2.4± 0.5
Mean ± SD 2.2± 0.3

Table 6.3: Experimental measurements of tumor-to-blood 10B concentration ratios (r) for
patient #1.

ppm of boron was used to compute the ratios. Table 6.3 summarizes tumor-to-blood

ratios obtained for the 3 different nodules. Note that Mean ± SD refers to the weighted
unbiased estimator for the unknown mean along with its standard deviation.

6.3 Clinical application results

The results of the tumor-to-blood 10B ratio estimation based on the clinical outcome of a

nodular melanoma patient are now presented.

Figure 6.2 shows the behavior of the likelihood function (described in Eq. [6.4]). The

maximum likelihood estimate for the tumor-to-blood 10B concentration ratio is r̂ = 2.1,

value at which L(r) attains its maximum.

Confidence intervals for r̂ are obtained from the sampling distribution calculated with

the parametric bootstrap method. Figure 6.3 depicts this estimated distribution. Two

confidence intervals are evaluated from the sampling distribution: a 95% confidence in-

terval and a one standard deviation interval. The obtained results are as follow.

r ∈ [1.6, 3.0] (95% interval)

r = 2.1± 0.3 (1SD interval)

The expected number of positive responses for r̂ is 23.5, which is in close agreement

with the observed number of positive responses in this clinical case, i.e. 23 (see Table

6.1).
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Figure 6.2: Likelihood function L(r) computed for the clinical outcome of a nodular
melanoma patient. L(r) attains its maximum at r̂ = 2.1.

Figure 6.3: Sampling distribution of the maximum likelihood estimate r̂. The 95% confidence
interval is [1.6, 3.0]. The standard deviation is 0.3.
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6.4 General discussions

Comparison of the estimate with experimental data

In section 6.3, the maximum likelihood estimate of the tumor-to-blood 10B concentration

ratio along with confidence intervals were presented. Considering one SD confidence

interval, the statistical-based ratio is 2.1± 0.3.
To compare the estimate with the experimental values, some considerations must be

taken into account. First note that the sampling distribution from which confidence

intervals were derived does not represent the variability of r between nodules or patients.

Instead, it shows the variability of the mle due to the randomness of the process. Thus, the

standard deviation of r̂ represents the uncertainty on the estimate. Second, the statistical-

based ratio is based on the clinical outcome of a single patient. Then, the estimate may

be expected to be close to the experimentally-derived ratio from tumor punch biopsies

performed in the same patient under consideration. It should not necessarily coincide

with the mean of a set of experimental measurements performed in different patients nor

the 3.5 value generally assumed in BNCT..

Table 6.3 shows the experimental ratios obtained for the analyzed patient. A ratio of

2.2± 0.3 (Mean ± SD) was found for this case, which shows an excellent agreement with
the statistical-based result.

In addition, different groups have studied the biodistribution of BPA-F in melanoma

patients. Mallesch et al. [69] reported on the distribution and pharmacokinetics of BPA in

twelve patients including cases of cutaneous metastatic melanoma, metastatic melanoma

to the lymph nodes and cases of cerebral metastasis. They showed that for all melanoma,

whether melanotic or amelanotic, the BPA uptake was significantly higher than the blood,

with an average tumor-to-blood boron concentration ratio and standard deviation of about

4.4± 3.2. In addition, boron concentration kinetics of BPA was analyzed in twenty two
melanoma patients with primary or metastatic melanomas by Fukuda et al. [31]. Among

the 22 patients, four of them had metastatic melanoma after surgical treatment of primary
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lesions. The other 18 primary melanomas consisted of different histological types: nodular

melanomas, acral lentiginous maligna melanomas, lentigo maligna melanomas, superficial

spreading melanoma and ocular-type melanomas. This group found that tumor-to-blood

ratios were roughly consistent at around values of 2-4, irrespective of the time after in-

jection, BPA dose, and route of administration. They reported a mean value (±1SD)
of 3.4 ± 0.8, and a relatively constant behavior during 6 hours after the end of BPA
administration. As part of the Phase I trial with melanoma patients carried out by

Harvard/MIT, Busse et al. [11] reported tumor-to-blood ratios for three patients with

cutaneous melanoma. They found an average tumor-to-blood ratio (±1SD) of 3.3± 0.8.
Finally, CNEA analyzed tumor-to-blood ratios in five patients all with nodular melanoma

[54, 64, 87]. The obtained result in this case (excluding the data of the patient considered

for the mle analysis) was 2.4 ± 0.7 (Mean ± SD).
Under the previous considerations, the statistical-based ratio is consistent with the

data published by the different groups. The estimate is smaller than the mean ratios

of the experimentally-derived samples, except for the sample mean obtained by CNEA.

The fact that the statistical-based ratio involved only a nodular melanoma (NM) makes

its smaller value expectable. There is some evidence that the tumor control rate in NM

is apparently worse than in non-NM [46]. The most likely explanation presented by

Hiratsuka et al. [46] was that the uptake of boron in NM would be lesser than that in

other types of melanoma. CNEA findings of tumor-to-blood ratios in nodular melanoma

patients would be consistent with Hiratsuka’s hypothesis.

Tumor-to-blood ratio estimate interpretation

The present analysis is based on a number of assumptions, the most important being

independence between nodules’ responses, uniform boron concentration throughout each

tumor volume and also between different tumors (single ratio), and a constant or static

tumor-to-blood ratio during irradiation time. Although some of them may not necessarily
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reflect reality, such as the case of boron uniformity between nodules, these assumptions

are currently used in BNCT. In this context, the estimated value of r should be interpreted

as a kind of effective ratio in the following sense: although it might be different from all

39 actual ratios, it is the ratio that assigned each nodule a TCP as compatible as possible

with the actual response.

On the other hand, tumor biopsies are not necessarily performed to treated patients.

Then, the statistical-based ratio may be useful, for example, to perform a retrospective

analysis of the specific treatment from which it was derived. This would allow to have

better estimates of the doses that were delivered to nodules than the a priori values

inferred from a treatment planning based on an initial guess of the ratio.

Performance of the method

The sensitivity of the proposed method to variations on the steps concerned in the calcu-

lations was studied. At significant changes in the TCP fitting parameters, the differences

in the estimation were negligible. Moreover, only minor changes were detected when nod-

ules doses are perturbed up to 20%. The deviation due to these perturbations is lower

than the standard deviation of the estimated ratio.

6.5 Concluding remarks

The maximum likelihood estimate method here presented to determining the tumor-to-

blood 10B concentration ratio does not involve surgery or tumor punch biopsy. This

makes the approach particularly attractive because it is minimally invasive for patients

compared to the experimental method. The mle can be performed after any BNCT

treatment provided the number of nodules is large enough. For each treated patient one

effective ratio can be predicted and used for retrospective analysis purposes.

In addition to be able to perform a retrospective analysis for each treated patient,
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it would be also desirable to have, at the stage of treatment planning, a ratio that best

predicts the clinical outcome of a new patient. A distribution of effective ratios can be

obtained from applying the mle method to a good number of patients. If a single value

of the tumor-to-blood ratio is considered appropriate to compute doses and TCPs, then

the mean of the effective ratio sample could be selected for the next patient. The validity

of the assumption on a single ratio, however, is deeply analyzed in the next chapter.
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Chapter 7

Effects of tumor-to-blood ratio

variability and dose inhomogeneity

7.1 Introduction

As in other forms of radiotherapy, the eventual success of the Boron Neutron Capture

Therapy is associated with the ability of delivering high doses to the tumors while sparing

surrounding normal tissues. To achieve this goal, BNCT takes advantage of the high LET

products of the 10B(n,α)7Li reaction, and the preferential boron uptake by tumor cells

[2, 20]. A large fraction of the dose in BNCT is due to the interaction of the radiation

field with the boron compound. Then, it is essential to have reliable estimates of the

boron concentration either in normal and tumor tissues.

As mentioned in Chapter 6, in vivo quantification of the boron concentration in tissues

during the treatment is very difficult. Although a promising technique is being evaluated

in glioblastoma patients [91], it is of limited use in the routine clinical applications at

present. Some approximations are then introduced for the dose calculations, essentially

by means of parameters that have been historically determined by experimental measure-

ments. This is the case of the tumor boron concentration, which is computed from the

119
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boron in blood and its level is described as a static ratio between both concentrations.

It is usual to consider a single value of the tumor-to-blood ratio in order to compute

absorbed doses and tumor control probabilities (TCPs) in BNCT treatments. The single

value that is used in these cases is generally the arithmetic mean of some set of exper-

imental measurements, such as those referenced in section 6.5. Since the dose depends

linearly on the ratio r, the computation of the expected absorbed dose as the dose corre-

sponding to that single value of r is adequate. However, a description of the distribution

of ratios (due to measurements uncertainties and to biological diversity) is necessary to

obtain confidence intervals for the dose, and also to describe the probability distribution

of possible doses. Moreover, as observed by Culbertson et al. [22], the dependence of the

TCP on the dose is highly nonlinear, which makes the computation of these probabilities

from a single value of the ratio very questionable.

In addition to the tumor-to-blood ratio variability, the dose inhomogeneity over the

target volume may also affect the tumor control probability. For a typical BNCT treat-

ment, the maximum and minimum values of the tumor dose distribution differ significantly

(typically, more than 20%), particularly in large tumors [59]. In these cases, the average

dose is generally used as a representative value and the TCP is computed as if the dose in

the tumor were uniformly equal to the average. This can lead to very inaccurate results,

as will be shown in this chapter.

In this chapter, a comprehensive framework for incorporating the variability of the

tumor-to-blood ratios into the calculation of absorbed doses and TCP in BNCT treat-

ments is described. Furthermore, a tumor control probability model is presented that

considers the effect of the ratio variability as well as the possible dose inhomogeneity

throughout the tumor volume. Specifically, the introduced concepts are applied to cases of

malignant melanomas, and are illustrated in the first BNCT treatments of skin melanoma

carried out in Argentina.



§ 7.2 121

7.2 Probabilistic distribution of tumor-to-blood ra-

tios

It has been shown in section 6.2.2, that the absorbed dose in a point inside a tumor

depends linearly on the boron concentration ratio r, and it can be computed as

Dtumor = Db−ind + rDb−depCblood, (7.1)

where Db−ind and Db−dep are the boron-independent and boron-dependent (normalized to

1 ppm) biologically weighted dose, respectively, and Cblood is the average value of blood

boron concentration during the irradiation time. Considering that the tumor-to-blood

ratio is a random variable R with mean E(R) = r̄, the tumor dose turns out to be also a

random variable, and its expected value is

E(Dtumor) = Db−ind + r̄Db−depCblood. (7.2)

To obtain confidence intervals for Dtumor, a good description of the distribution of ratios is

necessary. Table 7.1 shows a collection of experimentally-determined tumor-to-blood 10B

ratios obtained in melanoma patients by different groups [11, 29, 54, 64, 69, 87]. This data

set corresponds to BPA delivery agent and comprises various melanoma types in different

locations, and a diversity of infusion protocols and drug doses. The mean value considering

the whole set of data is r̄ = 3.58. This collection derives an empirical distribution of r that

can be used for the purpose of computing confidence intervals in melanoma treatments.

However, it would be more useful to find a known distribution describing the behavior

of r, since it will make it easier to compute any statistical element of the distribution.

Moreover, it will enable to describe the probability density of the random variable Dtumor.

7.2.1 Lognormal behavior of the ratio and dose distributions

It is clear from the data in Table 7.1, and also for the case of glioblastoma patients [18],

that the ratio between tumor and blood 10B concentration would be better described as a



122 CHAPTER 7

Tumor-to-blood 10B concentration ratios
Mallesch et al. Busse et al.a Fukuda et al.b CNEA
(1994) [69] (1997) [11] (1999) [31] (2002-2004) [54, 64, 87]
0.5 2.4 1.3 1.4
1.0 3.6 2.4 1.8
1.1 4.0 2.8 1.8
1.6 3.2 1.9
2.0 3.3 2.0
2.0 3.3 2.4
2.1 3.4 2.4
2.3 3.7 2.4
2.3 3.8 2.5
2.4 3.9 2.6
2.4 3.9 2.8
3.1 4.0 2.8
3.3 4.3 4.1
4.1 4.4
4.4
4.8
4.9
5.1
5.8
5.9
6.3
6.3
6.8
9.1
15.7
aRatios computed from published tumor and blood 10B concentrations.
bData extracted from the graph.

Table 7.1: Experimental measurements of the tumor-to-blood 10B concentration ratios for
melanoma patients published by different groups.
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distribution function instead of a single value. What is not evident from the data, however,

is which type of distribution describes the behavior of the ratios best. There are some

arguments with empirical basis that may help guide the choice of a specific distribution.

For example, the selected distribution should only have density for positive real values

of r. In addition, experimental data in Table 7.1 shows a right-biased distribution. This

would restrict the search to groups such as those of gamma or lognormal probability

density functions.

In the case of melanoma patients, the lognormal distribution is the probability function

that happens to describe the variability of the ratios best (Table 7.1). The goodness of

fit to select between candidate groups was assessed with the Lilliefors test [84].

The experimental data is then fitted to a lognormal distribution. Therefore, the prob-

ability density of the ratios is given by

fR(r) =
1

rσ
√
2π
e−

(ln(r)−µ)2
2σ2 , (7.3)

where µ and σ are the fitting parameters of the lognormal distribution. This distribution

together with equation (7.1) allows to find an expression for the probability density of the

absorbed dose at any point (see Appendix D). In can be expressed as

fD(d) =
1

(d−Db−ind)σ
√
2π
e−

µ
ln

µ
d−Db−ind

Db−dep Cblood

¶
−µ

¶2
2σ2 . (7.4)

Expression (7.4) completely describes the behavior of the dose. However, it is easier to

compute confidence intervals directly from those of the tumor-to-blood ratio. Since ratios

follow a lognormal distribution, confidence intervals can be computed with any statistical

software. From the increasing relation between dose and ratio shown in equation (7.1),

it follows that the limits of a confidence interval for the dose is the result of applying

equation (7.1) to the limits of the confidence interval for the ratio. Note that the lognor-

mal distribution is asymmetric and this asymmetry is inherited by the dose probability

distribution. Therefore, it may be questionable to express dose results as MEAN±SD. A
68% confidence interval would be more appropriate.
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7.2.2 Tumor control probability

Tumors with homogeneous dose

A tumor control probability model, such as the one introduced in section 6.2.3, gives the

probability of controlling a tumor for a fixed homogeneous absorbed dose. If the dose is

homogeneously distributed over the tumor volume, the tumor control probability can be

considered a function of the average absorbed dose. This applies for example to tumors

sufficiently small that the absorbed dose can be assumed constant (and equal, therefore,

to the average dose).

Equation (7.1) shows that the dose is a function of the ratio r. Consequently, the

tumor control probability is a function of r, too. As pointed out above, a single value

of r is commonly used to compute tumor control probabilities (for example, the mean

value r̄ = 3.58 of the empirical distribution from table 7.1). To take into account the

variability of the ratios, the tumor control probability as a function of r, TCP (r), must

be considered a conditional density: TCP (r) = TCP |R=r. Therefore, the tumor control
probability should be calculated as:

TCP =

Z +∞

0

TCP |R=rfR(r)dr

=

Z +∞

0

TCP |R=r 1

rσ
√
2π
e−

(ln(r)−µ)2
2σ2 dr. (7.5)

Note that this expression is valid for any TCP model under consideration (i.e., for any

form of TCP |R=r).

Tumors with inhomogeneous dose

In conventional radiotherapy, efforts are made to deliver an almost uniform dose to tu-

mors. Since under this condition the average absorbed dose is a representative dose of the

target volume, most TCP models do not need to deal with large dose inhomogeneities.

In BNCT, the dose distribution varies significantly with depth, and then, the dose uni-

formity condition is virtually impossible to achieve, particularly in large tumor volumes.
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Therefore, the known TCP models in standard radiotherapy must be adapted to handle

this inhomogeneity.

Usually, TCP models consist on a formula to calculate the tumor control probability

as a function of the tumor volume (v) and the absorbed dose (D). A general form for

TCPs is

TCP = g(vch(D)), (7.6)

where c is a parameter of the model, and g and h are strictly monotone functions. Very

different TCP models, such as those based on Poisson statistics [4] and the empirical

model presented by Overgaard el al. [80], can be written in this form. Recall that the

TCP described with Poisson statistics has the usual expression

TCP = e−c1v
c2S, (7.7)

where S is the clonogen surviving fraction (which is a function ofD), and c1, c2 parameters

of the model. Overgaard’s model has the form (see Eqs. [6.2] and [6.3])

TCP =
1

1 +

µ
83

(π6 )
1/9
D
D+α/β
α/β

v−1/9

¶2.83 . (7.8)

If the absorbed dose is not homogeneous throughout the tumor volume, a first try is to

compute the TCP substituting the average dose in equation (7.6). This leads to wrong

results (generally, to an overestimation of the TCP , as will be shown below). Another

approach to the inhomogeneous case is to split the tumor volume into smaller subvolumes

so that the dose can be considered constant in each subvolume. Then, equation (7.6) is

used to compute the control probability of each subvolume. In this step, one is assuming

that the control probability of each subvolume is the same if the subvolume is isolated

or if it is part of a greater tumor volume. If, additionally, one assumes that responses

of different subvolumes are independent, the TCP is simply the product of the control

probabilities of the subvolumes. However, these assumptions are not always accepted and
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are not compatible with most TCP models [4]. To see this, following Bentzen et al. [4],

split a tumor with constant dose D in two subvolumes with volume v1 and v2. Under the

mentioned assumptions, one should have

g ((v1 + v2)
ch(D)) = g(vc1h(D))g(v

c
2h(D)). (7.9)

For example, Overgaard’s model does not satisfy equation (7.9). Moreover, Bentzen et

al. [4] observed that for the Poisson model, the validity of equation (7.9) is equivalent to

parameter c2 in equation (7.7) being equal to 1. They also present evidence showing that

c2 = 1 does not reflect the behavior of clinical results, which means that clinical responses

do not satisfy the independence assumption.

A general approach to compute TCPs in the inhomogeneous case is now presented.

Take a tumor T with volume v and average absorbed dose D̄. Split the tumor T in n

subvolumes T1, . . . , Tn of equal size
v
n
, so that absorbed dose is almost constant in each

Ti. Denote by Di the dose in the subvolume Ti and let ṽi be defined by the relation

g(ṽcih(D̄)) = g
³³v
n

´c
h(Di)

´
. (7.10)

In other words, an isolated tumor volume ṽi with absorbed dose D̄ would have the same

TCP as an isolated tumor volume v
n
with absorbed dose Di. Since g is strictly monotone

(and consequently injective), it follows that ṽi can be computed as

ṽi =
v

n

µ
h(Di)

h(D̄)

¶1/c
.

Now, each Ti isolated with an absorbed doseDi responds in terms of TCP in the same way

as a tumor T̃i with size ṽi and dose D̄. Consider the subvolume T1. As mentioned above,

the TCP of T1 isolated can differ from the probability of controlling T1 as a part of the

tumor volume T , due to possible interaction between subvolumes and dependence between

subvolume responses. However, since T1 with dose D1 is equivalent, in terms of TCP ,

to T̃1 with dose D̄, if T1 is replaced by T̃1 in tumor T , the probability of controlling the
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whole tumor should not be expected to change (i.e., the interaction and interdependence

of T̃1 with the rest of the tumor can be assumed to be the same as those of T1). Repeating

this with Ti, i = 2, . . . , n, it follows that the original tumor T , which is the union ∪ni=1Ti,
will respond in the same way as the union ∪ni=1T̃i. To compute the control probability
of T̃ := ∪ni=1T̃i, note that the dose in T̃ is uniform and equal to D̄, and that the size

of T̃ is ṽ =
Pn

i=1 ṽi. Therefore, this probability is given by g(ṽ
ch(D̄)). By the previous

considerations, the TCP of the original tumor T is also g(ṽch(D̄)).

The volume ṽ involved in the TCP calculation can be computed in a more accurate

and simple way. Since

ṽ =
nX
i=1

ṽi =
v

n

nX
i=1

µ
h(Di)

h(D̄)

¶1/c
,

by letting n→∞, ṽ can be expressed as

ṽ =

Z
T

µ
h(D(x))

h(D̄)

¶1/c
dx =

1

h(D̄)1/c

Z
T

h(D (x))1/cdx, (7.11)

where D (x) is the spatial dose distribution. Therefore, the expression for the TCP is

TCP = g(ṽch(D̄)) (7.12)

= g

Ã"Z
T

µ
h(D(x))

h(D̄)

¶1/c
dx

#c
h(D̄)

!

= g

µ
1

h(D̄)

·Z
T

h(D(x))1/cdx

¸c
h(D̄)

¶
= g

µ·Z
T

h(D(x))1/cdx

¸c¶
. (7.13)

The only assumption of this model, the fact that replacing a subvolume by an equiva-

lent (in terms of TCP ) subvolume does not affect the overall TCP , is much weaker than

the assumptions needed for equation (7.9). In fact, it is implied by the independence

assumption. To see this, take tumor T with volume v, and subvolumes T1, . . . , Tn of size

v1, . . . , vn and constant doses D1, . . . ,Dn. Let TCP (v1, . . . , vn;D1, . . . , Dn) denote the
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probability that tumor T is controlled. Under the independence assumption

TCP (v1, . . . , vn;D1, . . . ,Dn) = TCP (v1;D1) . . . TCP (vn;Dn).

Applying equation (7.10), each term of the product can be replaced to obtain

TCP (v1, . . . , vn;D1, . . . ,Dn) = TCP (ṽ1, D̄) . . . TCP (ṽn, D̄)

= TCP (ṽ1, . . . , ṽn; D̄, . . . , D̄)

= TCP (ṽ, D̄),

which shows the desired result. On the other hand, the proposed model is compatible

with any TCP function of the form 7.6.

It should be also noted that this model satisfies some desirable properties:

• For a uniform dose, the TCP given by equation (7.12) coincides with that of equation
(7.6). If in equation (7.11) D is set to be uniform, then D(x) = D̄ ∀x ∈ T . Thus,

ṽ =

Z
T

1 dx = v.

Substituting v into Eq. (7.12) and denoting D as the constant dose in the tumor

volume, one obtains the TCP given by Eq. (7.6).

• For any spatial dose distribution, the TCP given by Eq. (7.12) does not depend

on the dose to which volumes are normalized. Suppose that in equation (7.10), ṽ

is defined in terms of, say, the minimum dose in the tumor instead of the average

dose. As shown in the derivation of equation (7.13), the term that would depend

on the minimum dose would be simplified. Thus, the obtained TCP would be the

same as in Eq. (7.13).

• If the dose is not uniform over the tumor volume, equation (7.6) applied to the

average dose overestimates the TCP . Indeed, the different TCP models of the form
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(7.6) can be represented, after some manipulation, with an increasing function g, a

negative value of c, and an increasing and convex function h. Some calculus shows

that in this case, h(D)1/c is also a convex function. Therefore, the average value of

h(D)1/c on T will be greater than the value that the function h(·)1/c takes at the
average value of D, that is:

1

v

Z
T

h(D (x))1/cdx ≥ h(D̄)1/c

which is Jensen’s inequality. As a consequence,

ṽ =
1

h(D̄)1/c

Z
T

h(D (x))1/cdx ≥ v,

with strict inequality unless the dose is constant. This means that the TCP obtained

for a volume v and a dose D̄ will be greater than the TCP for a volume ṽ and a dose

D̄, which shows the overestimation of the TCP when average dose is used without

changing the volume in equation (7.6).

This last result can be reformulated to obtain the following statement, which also

shows the consistency of the model: among all spatial dose distribution with the

same average dose, the constant one gives the highest TCP .

Finally, the ratio variability and dose inhomogeneity are combined as follows. For

each fixed value of r, the average dose D̄ = D̄(r) and the value of the dose at each

point D = D(x, r) can be obtained. Therefore, equation (7.12) can be used to obtain

the conditional tumor control probability TCP (r) = TCP |R=r. Now, the tumor control
probability is computed as in equation (7.5):

TCP =

Z +∞

0

g

µ·Z
T

h(D(x, r))1/cdx

¸c¶
fR(r)dr. (7.14)
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7.3 Application to clinical melanoma cases

7.3.1 A clinical case with homogeneous dose distributions over

tumors

In this section, the previous concepts are applied to the first cutaneous melanoma patient

treated with the RA-6 hyperthermal beam at Centro Atómico Bariloche [35].

As described in detail in section 5.4.1, delineation of tumors on CT images for patient

#1 was not feasible due to their very small size (see Table 5.2). Then, tumor doses

were assumed uniform over each tumor volume. This description should be considered

as a good approximation to the real case, since the dose inhomogeneity in a volume of

2 mm mean diameter is likely to be much lower than 5%, which is the standard goal in

conventional radiotherapy. As a consequence, this example will make apparent the effect

of ratio variability in dose and TCP computations.

First, the tumor dose corresponding to both the single ratio and variable ratio models is

computed. For the single ratio, the mean of the experimental data in Table 7.1 (r̄ = 3.58,)

is used. In the variable ratio model, the expected values of the dose, together with their

confidence intervals, are computed from the lognormal distribution of ratios described in

7.2.1. Recall that the dose corresponding to r̄ = 3.58 coincides with the expected value

of the dose distribution.

Tumor control probabilities are computed for the two models. The TCP model for

melanomas presented in section 6.2.3 (and rewritten in Eq. [7.8]) is considered in both

cases, with α/β = 2.5 Gy. For the single value model, the TCP of each nodule is obtained

from equation (7.8) replacing D by the dose computed for r̄ = 3.58. In the lognormal

model, expression (7.8) gives the conditional density TCP |R=r, and the tumor control
probability is computed as shown in Eq. (7.5). The final expression for the TCP is

TCP =

Z +∞

0

1

1 +
³

83
ETD(r)

´2.83 1

rσ
√
2π
e−

(ln(r)−µ)2
2σ2 dr, (7.15)
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where

ETD(r) =
³π
6

´1/9
D
D + α/β

α/β
v−1/9.

Finally, based on the TCP results, the expected number of nodules with positive

response is computed for the single-valued model and the lognormal model. Both calcu-

lations are compared with the actual number of positive responses. Section 7.5.2 presents

the obtained results.

7.3.2 A clinical case with inhomogeneous dose distributions over

tumors

In section 7.2.2, a framework for incorporating the variability of the tumor-to-blood ratios

and non-uniform dose conditions into the calculation of TCP was introduced. In order to

quantify the impact of these issues in a clinical case, the presented concepts are applied

to the second melanoma patient treated with the RA-6 BNCT beam.

As described in section 5.4.2, the patient was a 75-year-old woman with a nodular

melanoma progression at the front side of her inferior right leg. At the time of the

treatment, the patient presented 12 nodules that were labelled for evaluation purposes

(10 out of 12 lay within the target area). Tumor dose calculations were carried out using

NCTPlan treatment planning system [37]. The 3D dose distribution for each nodule as

well as their volumes were obtained prior to the irradiation using the DVH Tool [38].

For the sake of simplicity, tumor control probabilities are presented for two nodules of

comparable size: one located in a high dose region near the beam entrance point (nodule

10, Table 5.3), and one located in a low dose region near the periphery of the target area

(nodule 12, Table 5.3). Probabilities are computed using expression (7.14), taking g to

be the logit function given in Eq. (7.8). Then, c = −1
9
and h is the function given by

h (x, r) =
³π
6

´1/9
D (x, r)

D (x, r) + α/β

α/β
, (7.16)
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with α/β = 2.5 Gy for melanomas. Four levels of approximations are taken into account

for the calculations of TCPs. In TCP1 neither the tumor dose inhomogeneity nor the

ratio variability are taken into account. For TCP2 only tumor dose inhomogeneities are

included in calculations while in TCP3 only variations of the tumor-to-blood ratios are

considered. Finally, TCP4 comprises all the mentioned variabilities. Results are shown

in section 7.5.3

7.4 Estimation of the ratio distribution from clinical

responses

In Chapter 6, a new approach to determine tumor-to-blood ratios was introduced. It is a

statistical method that uses maximum likelihood estimation based on the clinical outcome

of BNCT treatments. In that chapter, the hypothesis of a single value of r was assumed.

Then, using the data of the first BNCT treatment carried out in Argentina, the value of

r that best adjusted the clinical outcome was determined. The obtained value of r was

interpreted as a kind of effective ratio in the sense that, although it might be different

from all 39 actual ratios, it was the ratio that assigned each nodule a TCP as compatible

as possible with the actual response.

To go further with this approach, the mle method is now applied to determine the

parameters of the lognormal distribution function for the ratio that best predict the

clinical response. Consider as in section 6.2.4 the random variables Xi (i = 1, . . . , 39)

given by

Xi =

 1 if nodule i shows complete response

0 otherwise

and fixed values of µ and σ (as defined in Eq. [7.3]). Each Xi is a Bernoulli random

variable with P (Xi = 1|µ,σ) = TCPi(µ,σ) and P (Xi = 0|µ,σ) = 1 − TCPi(µ,σ),
where TCPi is the tumor control probability of nodule i obtained from Eq. (7.5), with
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the conditional probability given by Eq. (6.3). Let xi denote the actual clinical result of

nodule i. Assuming independence between the response of different nodules, the likelihood

function is given by:

L(µ,σ) = P (X1 = x1, . . . , X39 = x39|µ,σ)
=
Y39

i=1
P (Xi = xi|µ,σ)

=
Y39

i=1
TCPi (µ,σ)

xi (1− TCPi (µ,σ))(1−xi) (7.17)

Again, the maximum likelihood estimates for µ and σ are the values µ̂ and σ̂ that maximize

the likelihood function. Proceeding as described in section 6.2.4, confidence intervals for

µ̂ and σ̂ are determined applying a parametric bootstrap method.

7.5 Results and discussion

7.5.1 Lognormal fitting

A lognormal distribution is fitted to the experimentally-determined tumor-to-blood ra-

tios (Table 7.1) by a maximum likelihood method. The parameters obtained in this way

are µ = 1.11 and σ = 0.58, with 95%-confidence intervals of [0.96, 1.26] and [0.48, 0.70],

respectively. The Lilliefors test accepts the lognormal fitting at all possible levels. Figure

7.1 shows the cumulative distribution function (CDF) of the lognormal random variable

with the obtained parameters (named, measurement-based distribution), together with

the empirical cumulative distribution function. The agreement is amazingly good. Re-

call that the fitted data were obtained by collecting all the experimental measurements

published in [11, 29, 54, 64, 69, 87]. It was not necessary to omit any experimental value,

although intuition could consider some of them outliers. These results suggest that both

the empirical and lognormal distributions can be used indistinctly to compute confidence

intervals for the ratios and doses, the lognormal distribution having the advantage of

being expressed with an explicit formula.
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Figure 7.1: Comparison of the empirical and fitted lognormal cumulative distribution func-
tions.

A 68% confidence interval for the ratio is [1.71, 5.37]. Therefore, a 68% confidence

interval for the absorbed dose is obtained by computing the absorbed dose at the ends of

the interval for the ratio. This way to report the dose is more consistent than the usual

MEAN±SD, since the dose probability distribution is far from being symmetric.

7.5.2 The effect of the tumor-to-blood 10B ratio variability

Table 7.2 shows the expected absorbed dose for each of the 39 nodules present in patient

#1 case, together with a 68% confidence interval computed from the measurement-based

lognormal distribution of r. Recall that the expected absorbed dose or MEAN is the dose

for r̄ = 3.58 (see Eq. [7.2]). Note also the asymmetry of the confidence interval which, as

already pointed out, is more representative than the MEAN±SD. In addition, the width
of the confidence interval reveals how the variability of the ratios affects the reported

absorbed doses.
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Nod. Dose Nod. Dose

ID RBE Gy ID RBE Gy

1 20.7+8.4−8.8 21 13.4+3.1−3.2

2 26.1+10.5−11.0 22 20.7+8.4−8.8

3 24.3+9.8−10.2 23 22.4+9.1−9.4

4 26.1+10.5−11.0 24 20.7+8.4−8.8

5 24.3+9.8−10.2 25 20.7+8.4−8.8

6 22.4+9.1−9.4 26 18.9+7.7−8.1

7 18.8+5.3−5.6 27 15.2+6.2−6.5

8 17.1+6.9−7.3 28 20.7+8.4−8.8

9 13.4+3.1−3.2 29 11.7+4.8−5.0

10 26.1+10.5−11.0 30 9.9+4.0−4.2

11 27.9+11.1−11.7 31 8.1+3.3−3.4

12 29.6+11.8−12.4 32 9.8+1.6−1.7

13 31.4+12.6−13.2 33 6.3+2.6−2.7

14 11.6+2.4−2.5 34 6.3+2.6−2.7

15 27.9+11.1−11.7 35 4.5+2.0−1.9

16 17.0+4.5−4.7 36 4.5+2.0−1.9

17 24.3+9.8−10.2 37 2.7+1.1−1.2

18 26.1+10.5−11.0 38 2.7+1.1−1.2

19 29.6+11.8−12.4 39 17.1+6.9−7.3

20 29.6+11.8−12.4

Table 7.2: Dosimetry of the clinical case with homogeneous tumor dose distributions. Ex-

pected absorbed dose with a 68% confidence interval computed from the measurement-based

lognormal distribution.
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Table 7.3 shows the tumor control probability of the nodules computed from a single

value of r, i.e. r̄ = 3.58 (TCP1), and from the lognormal distribution of r (TCP2). On

the basis of these results, different conclusions may be drawn. The single-valued model

overestimates the TCP for nodules in the good cases (those with good chances of positive

response) and underestimates it in the bad cases, just as it was predicted in Ref. [22].

This behavior became clearly manifest for the 25 nodules considered the target of the

treatment. Since the TCPs of these nodules are expected to be high, the single-valued

model would have to overestimate all computed TCPs. In fact, nodules 1 to 28 excluding

nodules 14, 16 and 21 in Table 7.3 are the nodules considered the target of the treatment,

and the single-valued model overestimates the TCPs of all of them.

On the other hand, the expected number of positive responses derived from the single-

valued model is 28.9, while for the lognormal distribution is 26.1. Since the observed

number of positive responses in this clinical case was 23, these results show the tendency

for the single-valued model to overestimate TCPs. Note that the number of TCPs over-

estimated with the single-valued model is much greater than the number underestimated

(Table 7.3).

To evaluate if the difference between the observed and expected numbers of positive

responses can be due to the randomness of the process, the p-value is computed for each

model. Let N denote the random variable “number of positive responses”, E(N) its

expected value, and Nobs = 23 the observed value of N . The p-value for the single value

model is the probability of obtaining a difference such as the one observed between N

and E(N), assuming that the model is correct. That is

p-value = P (|N −E(N)| ≥ |Nobs −E(N)|)
= P (|N − 28.9| ≥ |23− 28.9|),

where E(N) and the probability are computed under the assumption that each nodule

has the TCP derived from the single value model. The p-value for the lognormal model

is obtained analogously. Therefore, a small p-value (typically, p-value < 0.05 or p-value
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Nod. TCP1 TCP2 O/U Output Nod. TCP1 TCP2 O/U Output
ID ID
1 0.97 0.83 O NC 21 0.78 0.69 O NC
2 0.97 0.85 O CR 22 0.97 0.84 O CR
3 0.99 0.92 O CR 23 0.98 0.87 O CR
4 0.99 0.93 O NC 24 0.96 0.82 O CR
5 0.99 0.90 O CR 25 0.96 0.81 O CR
6 0.98 0.87 O CR 26 0.96 0.81 O CR
7 0.95 0.87 O CR 27 0.90 0.71 O CR
8 0.92 0.72 O CR 28 0.97 0.83 O CR
9 0.70 0.61 O PR 29 0.58 0.45 O CR
10 0.99 0.92 O CR 30 0.32 0.31 O NC
11 0.99 0.93 O NC 31 0.18 0.22 U NC
12 1 0.96 O CR 32 0.38 0.36 O PR
13 1 0.97 O CR 33 0.04 0.09 U NC
14 0.56 0.50 O CR 34 0.05 0.11 U NC
15 0.99 0.95 O CR 35 0.02 0.05 U PD
16 0.91 0.81 O CR 36 0.01 0.03 U PD
17 0.99 0.91 O CR 37 0 0 - PD
18 0.99 0.92 O CR 38 0 0 - PD
19 1 0.96 O CR 39 0.93 0.75 O NC
20 1 0.96 O CR

Table 7.3: Tumor control probabilties computed with the single-valued model (TCP1) and
with the lognormal distribution model (TCP2). CR, PR, NC and PD as in Table 5.2. O/U
= overestimation/underestimation of the single-valued model.

< 0.01) suggests that the model should be rejected. In the case of the single-valued model

the p-value is almost zero. This result implies the rejection of the model. On the contrary,

the p-value for the lognormal model is 0.23, which means that the observed number of

positive responses is compatible with the model. In other words, the lognormal model

derives a difference between the observed and the predicted number of positive responses

that has very good chances to occur.
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Nod. v D̄(r̄) Dmin(r̄) Dmax(r̄) TCP1 TCP2 TCP3 TCP4
ID (cm3) (RBE Gy) (RBE Gy) (RBE Gy)

10 0.87 44.0 38.3 48.0 1 1 0.97 0.97
12 0.78 22.1 16.8 28.4 0.93 0.88 0.75 0.68

Table 7.4: Effect of dose inhomogeneity and tumor-to-blood ratio variability on tumor con-
trol probabilities. TCP1 = TCP for a single ratio and uniform doses, TCP2 = TCP for a
single ratio and inhomogeneous doses, TCP3 = TCP for variable ratios and uniform doses,
and TCP4 = TCP for variable ratios and inhomogeneous doses.

7.5.3 The effect of dose inhomogeneity

Table 7.4 shows the behavior of the TCP in the presence of dose inhomogeneity and

tumor-to-blood ratio variability for two nodules of comparable volume. Nodule 10, located

in a high dose region of the target area, has a mean dose of 44.0 RBE Gy and a dose

variability of 20% over its volume (for r̄ = 3.58). This example reveals that in the limit

of high doses, such inhomogeneities do not affect the value of the TCP1, i.e. TCP2 =

TCP1. On the other hand, the tumor-to-blood ratio variability slightly modify the TCP

(TCP3 ' TCP1), and this small change is also reflected in TCP4 that combines the ratio
variability and dose inhomogeneities. Thus, there is no considerable change in the TCP

for nodule 1 when both effects are considered in calculations (0.97 vs 1). This should not

be surprising: in this tumor, the minimum dose is very high. In fact, even if the tumor

control probability is computed as in TCP3 but setting, for each r, the dose of the whole

tumor as the minimum dose, the result is 0.95. Therefore, the value of the TCP will be

close to 1 no matter how the TCP is computed.

A different case is that of nodule 12. This tumor has a mean dose of 22.1 RBE Gy and

a dose variability of almost 41 % (for r̄ = 3.58). While the TCP1 happens to be high, the

“correct” probability TCP4 is much lower than the value of TCP1(i.e., 0.68 vs 0.93). Note

that for this tumor, the dose inhomogeneity as well as the ratio variability substantially

affects the calculation of the TCP (0.88 and 0.75 vs 0.93, respectively). Moreover, these

effects are not simply additive. Indeed, if the dose inhomogeneity and the ratio variability

are considered separately, the TCP value is reduced in 0.05 and 0.18, respectively. When
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these effects are combined, the TCP is reduced in 0.25, which is greater than 0.05+0.18.

The control probability of tumor 12 computed from the mean value of the ratio and the

average dose was 0.93, which would be an acceptable value for most physicians. However,

when both ratio variability and dose inhomogeneity are considered, the TCP reduces to

0.68, a value that would lead to a reformulation of the treatment in most cases. Recall

that the responses of nodules 10 and 12 at 14-week follow up were NC and PD respectively

but a longer time was needed to assess the final clinical outcome of this patient.

Generally speaking, if TCPs are computed with the mean value of r and the average

dose in tumors, and a treatment is planned so that the tumors have a probability of total

response around 0.9, one would observe a considerably worse response. This can be a

explanation of the fact that, in many cases, responses in BNCT treatments are not as

good as expected. Note that the volume of tumor 12 is less than 1 cm3. This effect can

be even more drastic in larger tumors, where dose inhomogeneity is likely to be higher.

7.5.4 Mle of the lognormal distribution parameters

The estimated parameters of the lognormal distribution based on the clinical outcome

of a nodular melanoma patient are presented. The values of µ and σ that maximize the

likelihood function L(µ,σ) are µ̂ = 0.85 and σ̂ = 0.51. The parametric bootstrap derives

95%-confidence intervals of [0.49, 1.27] and [0, 1.06], respectively.

Figure 7.2 compares the measurement-based lognormal distribution of the ratios, and

the lognormal probability density function derived from clinical outcome of a BNCT

treatment (named, clinical-based distribution). The mean values of these distributions

are 3.58 and 2.66, with standard deviations of 2.27 and 1.45, respectively. The clinical-

based distribution shows less variability than the measurement-based distribution and

is concentrated in smaller values of r. The difference between the variabilities has a

simple explanation. The clinical-based distribution reflects the variation of the ratios in

39 nodules of a single patient at the same moment. The measurement-based distribution,
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Figure 7.2: Comparison of the lognormal distributions obtained from the fitting of the
experimentally-determined tumor-to-blood ratios (Measurement-Based) and from the clini-
cal outcome of a BNCT treatment (Clinical-Based).

on the contrary, was obtained from the ratios of different types of melanoma in different

persons. In fact, one might have expected an even smaller deviation in the clinical-based

distribution. However, it should be noted that the mle parameter estimation involves the

assumptions generally used in treatment planning, for example, to compute irradiation

times (independence between nodules’ responses, uniform boron concentration throughout

each tumor volume, a constant tumor-to-blood ratio during irradiation time, etc.). Since

parameters are obtained by matching the clinical outcome to the predictions of the model,

the resulting distribution not only reflects variability on the tumor-to-blood ratios, but

also adjusts the model to reality. It can absorb, for example, the variability of some other

parameter that the model considers fixed.

For the difference between the mean values of both distributions, observe that the

ratios in a single person does not necessarily behave as the ratios of the whole population.
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In addition, the fact that the clinical-based distribution involved only nodular melanomas

makes its smaller mean value expectable. As pointed out in the discussions of Chapter 6,

there is some evidence to support that the uptake of boron in nodular melanomas may

be lesser than that in other types of melanoma [46].

7.6 Concluding remarks

Two density functions are presented to describe the probability distribution of tumor-to-

blood 10B concentration ratios in melanomas. Both of them are lognormal distributions.

The first is obtained from a collection of experimental measurements of tumor-to-blood

ratios. The second is derived from a maximum likelihood estimation based on the clinical

outcome of a BNCT treatment. A natural question now is which of them should be used

in order to evaluate a future treatment. The main advantage of the measurement-based

distribution is that it takes into account the inter-patient variability of the ratio, while the

second is based on the clinical outcome of a single patient. The clinical-based distribution

should be used, for example, to perform a retrospective analysis of the specific treatment

from which it was derived. This would give as a result the ranges of dose that were actually

delivered to nodules, rather than the a priori values inferred from the measurement-based

distribution (Table 7.2). If a great number of clinical cases is involved in the clinical-based

method, one could expect the obtained distribution to get closer to the measurement-based

one. As mentioned in the previous section, the mle estimation forces the clinical-based

distribution to absorb the variability of some other parameter that the model considers

fixed. Therefore, the clinical-based distribution of a good number of patients is likely to

be similar to the measurement-based one, but with a greater variability.

Summarizing, as long as the second method is not applied to a good number of pa-

tients, the measurement-based lognormal distribution should be preferred to infer the

patient’s dosimetry. Otherwise, if inter-patient variability is considered in the clinical-

based distribution derivation, this model will be more suitable to compute TCPs, since
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the mle estimation adjusts the TCP model to reality.

The concepts introduced in this work show that the natural variability of the tumor-

to-blood 10B concentration ratios conditions the reporting of the absorbed boron dose as

well as the biologically weighted total dose. This means that in addition to the usual

reporting of expected absorbed doses (i.e., maximum, minimum and average dose), a

confidence interval (e.g., 68% confidence interval) should be included for each reported

dose. An alternative for condensing that information in a meaningful way is by means of

tumor control probability models. Then, efforts in this direction should be intensified in

BNCT.

As a contribution in this field, this work presents a tumor control probability model

that takes into account both the variability of the ratios and the possible inhomogeneity

of the dose throughout a tumor. This model is first tested in a clinical case where tumors

were small and dose could be considered homogeneous in each nodule. The presented

TCP model gives a good prediction of the number of positive responses, in opposition

to the statistically unacceptable prediction of the classical model based on a single ratio.

Next, a case with inhomogeneous dose is analyzed. One can infer from this analysis that,

unless the tumor is located in a very high dose region (i.e., where even the minimum dose

for low values of r is high), the combined effect of ratio variability and dose inhomogeneity

can drastically reduce the TCP . This can be an explanation for the unexpectedly poor

responses of some BNCT treatments: if the TCPs were computed without taking into

account the mentioned effects, the predicted responses would be too optimistic.

Finally, it is worth mentioning that the formalism developed for the non-uniform dose

condition is straightforwardly applicable to TCP models of other kinds of radiotherapies.
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Conclusions

8.1 Research summary

The geometry reconstruction technique that is mainly used in treatment planning systems

to create the Monte Carlo model is based on the voxel reconstruction method. This is

the case of the MacNCTPlan TPS developed by the Harvard-MIT BNCT group [57, 95],

which was thoroughly benchmarked by CNEA under the collaborative work between the

two BNCT programs. Owing to the deficiencies identified in the geometry modeling

technique, an improved voxelization algorithm was introduced together with a detailed

analysis of the performance of the voxel reconstruction method for a fixed voxel size of 1

cm3. The proposed voxel model was verified and clinically validated against numerical and

experimental standards of reference. The new algorithm for the voxel model proved bet-

ter regardless of the particularities of said reference problems. The in-depth comparison

showed that the 1 cm resolution of the voxel method agreed to within 10% of all reference

data. Since the new algorithm presents many improvements over MacNCTPlan’s, and

proved well-suited in a variety of simple and complex geometries for ideal and realistic

particle sources, its implementation in the MacNCTPlan’s successor, i.e. NCTPlan pro-

gram, was clearly justified. NCTPlan TPS, which is a joint development of CNEA and
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the Beth Israel Deaconess Medical Center, has been successfully used in Phase I/II clinical

trials for GBM, intracranial melanoma and cutaneous melanoma at Harvard-MIT, and

Phase I/II clinical trials for cutaneous melanoma at CNEA. Currently, it is included in

selected protocols at Petten (The Netherlands), Nuclear Research Institute (Rez, Czech

Republic), and at the University of Birmingham (UK).

In all BNCT treatments carried out at present, skin is considered one of the organs

at risk. Moreover, for cases of cutaneous melanoma in extremities, skin is essentially the

organ that limits the delivered dose to patients. Since surface boundary areas are those

where homogenization can have a more distorting effect, the performance of the voxel

model in these regions was analyzed with special emphasis in this thesis.

The investigation of the impact of the voxel grid position with respect to medical

images revealed the difficulty for the voxel reconstruction technique to achieve accuracy

near boundary regions. Then, guidelines to get the best performance were introduced:

the voxel model of an anatomy should be built in order to minimize the proportion of air

in surface cells around the beam entrance point.

A theoretical analysis was carried out both to assess the distortion caused by homoge-

nization, and also to estimate the errors due to the materials percentage rounding process.

Based on this analysis, a new strategy for the treatment of surface cells was proposed: the

average fluence in the surface voxel must be assigned to the barycenter of the portion of

the geometry contained in the voxel instead of assigning it to the center of the cell. The

performance of the new strategy was tested in different numerical irradiation problems.

Results showed that thermal neutron fluence deviations present at shallow depths are re-

duced by around five times without any detriment of MCNP execution times. Moreover,

even if the rules to position the medical images are not followed, the reassignment also

provides very accurate estimates. These results represent a substantial improvement to

the performance of the NCTPlan voxel model in surface areas. Since this program is

currently used in several BNCT projects, and particularly in the cutaneous melanomas
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protocol of extremities in Argentina, the new strategy will be implemented in the newer

version of the NCTPlan code.

In vivo quantification of the macroscopic boron distribution in different tissues and

organs during the treatment of patients is not possible at this stage. Some approximations

are then introduced for the dose calculations, essentially by means of parameters that have

been historically determined by experimental measurements. Such is the case of the tumor

boron concentration, which is computed from boron in blood and its level is described as

a static ratio between both concentrations. The experimental approach to estimating the

tumor-to-blood ratio is the most natural and direct method. However, due to the high

cost of boron drug and the tissue sample requirement, said approach is expensive, time-

consuming and invasive for patients. This thesis presents a new approach to determining

the tumor-to-blood 10B concentration ratio. It is a statistical method that consists of a

maximum likelihood estimation from the clinical outcome of a BNCT treatment. In other

words, the estimated ratio is the value that makes the clinical output most probable or

likely. The proposed method was applied to the first skin melanoma BNCT treatment

performed in Argentina. The statistical-based result, 2.1±0.3, shows excellent agreement
with the experimental ratios obtained for the analyzed patient, 2.2 ± 0.3. Also, it is
consistent with the experimental data published by the different groups. The mle method

is not meant to replace experimental measurements. However, the approach is particularly

attractive because it is minimally invasive for patients, and can play an important role in

treatment planning and in retrospective dosimetry analysis. When the presented method

is applied to a single patient, the estimated effective ratio can be used for retrospective

analysis purposes. Also, a distribution of effective ratios can be obtained from applying

the mle method to a good number of patients. Then, the obtained results can be applied

for treatment planning calculations in the next patient. Finally, the proposed method

can be applied to adjust other parameters involved in the TCP model, such as compound

and relative biological effectiveness factors.
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It has been described that a large fraction of the dose in BNCT is due to the densely

ionizing particles that result from the reaction 10B(n,α)7Li. This dose component can not

be measured in patients. Then, for treatment purposes, calculations must be carried out

based on several assumptions. It is usual to consider a single value of the tumor-to-blood

ratio in order to compute absorbed doses and tumor control probabilities in BNCT treat-

ments. The single value is adequate to compute the expected absorbed dose. However, as

pointed out by Culbertson et al. [22], a distribution of ratios is more appropriate due to

measurements uncertainties and to biological diversity, and it is necessary to obtain con-

fidence intervals for the dose, and also to describe the probability distribution of possible

doses. Moreover, the behavior of tumor control probability respect to the dose is highly

nonlinear, which makes the computation of these probabilities from a single value of the

ratio very questionable. In this work, two density functions were presented to describe

the probability distribution of tumor-to-blood 10B concentration ratios in melanomas for

the first time. These are lognormal distributions, one derived from a collection of experi-

mental measurements of tumor-to-blood ratios, and the other from a maximum likelihood

estimation based on the clinical outcome of a BNCT treatment. In both cases, the natural

variability of the ratios clearly conditions the reporting of absorbed doses in BNCT. This

would mean that in addition to the IAEA recommendations for reporting doses [49] (i.e.,

expected maximum, minimum and average doses), a confidence interval should be also

included (e.g., 68% confidence interval).

In addition to the tumor-to-blood ratio variability, the dose inhomogeneity over the

target volume may also affect the tumor control probability. In this thesis, a compre-

hensive framework for incorporating the variability of the tumor-to-blood ratios into the

calculation of absorbed doses and TCP in BNCT treatments was introduced, and applied

to cases of malignant melanomas. Furthermore, a tumor control probability model was

developed for the first time in BNCT, which considers the effect of the ratio variability

as well as the possible dose inhomogeneity throughout the tumor volume. This model



§ 8.2 147

was first tested in a clinical case where tumors were small and dose could be considered

homogeneous in each nodule. The presented TCP model gives a good prediction of the

number of positive responses, in opposition to the model based on the mean value of

tumor-to-blood ratios which predicts a statistically unacceptable number. Next, a case

with inhomogeneous dose was analyzed. Results showed that, unless the tumor is located

in a very high dose region, the combined effect of ratio variability and dose inhomogeneity

can drastically reduce the TCP . This can be an explanation for the unexpectedly poor

responses of some BNCT treatments: if the TCPs were computed without taking into

account the said effects, the predicted responses would be too optimistic.

Finally, it should be emphasized that the formalism developed for the non-uniform

dose condition is straightforwardly applicable to TCP models of other radiotherapies.

8.2 Future work

Dose calculations in the voxel model are performed with the assumption that charged

particle equilibrium conditions (CPE) are satisfied everywhere in the geometry [1]. In the

case of photons, CPE condition does not hold for build-up regions, such as the interface

between air and skin in patients. The actual dose delivered in the first millimeters of the

tissue is lower than the corresponding computed kerma value, which in a sense constitutes

a conservative position in terms of normal tissue dose tolerance. However, a more accurate

estimation of dose could be obtained if coupled photon-electron transport calculations are

carried out with MCNP. The drawback is that coupled neutron-photon-electron calcu-

lations would probably be too computationally expensive. A feasibility analysis of this

approach should be of interest.

It has been described that in attempting to improve the accuracy of the NCTPlan

voxel model further, two lines of action naturally arise: to reduce the 20% step used for

rounding material percentages and to decrease the voxel size. A reduction in rounding
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percentages increases the number of material mixtures to be considered in calculations.

If the percentage step is set to 10%, the resulting number of materials is 286. This is

not a problem for a modern computer and execution times are not expected to change.

Then, since the error is roughly reduced to a half by rounding material proportions to

the closest 10%, this change in the volume percentage increment should be considered for

a next upgrade in the voxel reconstruction algorithm. On the other hand, it has been

shown that considerable improvements can be obtained in surface areas with minimum

computational costs, using the reassignment strategy. Then, a reduction in the voxel size,

with the consequent increase of runtimes, may not be well-justified in most GBM and

melanoma treatment plans. However, if the NTPlan voxel model is to be used for small

anatomies such as a portion of a liver, or for small animals experiments, then calculations

should be performed with a smaller voxel size. In order to compensate for the increased

execution times, a reduction of the 21× 21× 25 cm3 fixed box should be evaluated.
The Phase I/II clinical trial for cutaneous melanoma in Argentina is continuously

recruiting patients. More efforts should be devoted to treatment optimization through

further adjustments of the proposed tumor control probability model, as well as new

developments of normal tissue complication probability models. A validation of these

models is plausible to the extent that a substantial number of patients are treated.
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List of acronyms

BNCT Boron Neutron Capture Therapy

BPA-F Boronophenylalanine-Fructose complex

CBE Compound Biological Effectiveness

CDF Cumulative Distribution Function

CNEA Comisión Nacional de Enerǵıa Atómica

CT Computed Tomography

DVH Dose Volume Histogram

EKG Electrocardiogram

ENDF Evaluated Nuclear Data File

EORTC European Organisation for Research and Treatment of Cancer

FU Follow Up

GBM Glioblastoma Multiforme

HPGe High-Purity Germanium

ICRP International Commission on Radiological Protection

ICRU International Commission on Radiation Units and Measurements

JAERI Japan Atomic Energy Research Institute
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JCDC JAERI Computational Dosimetry System

KERMA Kinetic Energy Released in MAtter

LET Linear Energy Transfer

MCNP Monte Carlo N-Particle

MIT Massachusetts Institute of Technology

mle Maximum Likelihood Estimation

MU Monitor Units

NCT Neutron Capture Therapy

NCTPlan Neutron Capture Therapy Plan

PDF Probability Density Function

ppm Parts per million

RBE Relative Biological Effectiveness

ROI Region Of Interest

RTOG Radiation Therapy Oncology Group

SERA Simulation Environment for Radiotherapy Applications

TCP Tumor Control Probability

TLD Termoluminiscense Dosimeter

TPS Treatment Planning System

VOI Volume Of Interest

WHO World Health Organization
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Calculations for the voxel model

B.1 Material homogenization

In this section, the calculation of the probability that a neutron undergoes at most one

reaction inside an infinite p centimeter thick slab is presented.

Consider an infinite p centimeter thick slab (0 < p < 1) of a low absorbing materialM

and macroscopic total cross section Σ, perpendicularly irradiated with a monoenergetic

neutron beam represented by an infinite planar source. Since M is a low absorbing

material, only scattering reactions need be considered.

Let p = p cm be the slab thickness. The probability that a neutron undergoes at most

one reaction inside the slab is

P = P0 + P1, (B.1)

where P0 is the probability that a neutron does not suffer its first collision in the slab, and

P1 the probability that a neutron suffers its first collision inside the slab and the second

outside the slab. The probability that a neutron does not suffer its first collision in the

slab is

P0 = e
−pΣ0. (B.2)

151



152 APPENDIX B

To compute P1, let L1, L2 and Θ be the random variables representing the track length

to the first collision, the track length from the first to the second collision, and the angle

between the beam direction and the neutron direction after the first collision, respectively.

Then,

P1 = P (0 < L1 < p ∩ L1 + L2 cosΘ > p)
= P

µ
0 < L1 < p ∩ L2 > p− L1

cosΘ

¶
.

Since L1 is independent of L2 and Θ, the joint probability density fL1L2Θ is

fL1L2Θ(l1, l2, θ) = fL1(l1)fL2Θ(l2, θ)

= fL1(l1)fL2|Θ(l2|θ)fΘ(θ),

where fL2|Θ denotes the conditional density of L2 given Θ. Angles Θ between 0 and π/2

occur with a probability density of 2 sin(θ) cos(θ). The probability density of L1 is Σ

e−l1Σ. Suppose the angle between the beam direction and the neutron direction after the

first collision is θ, and let Σ0 = Σ0(θ) be the macroscopic cross section for the neutron

energy after collision. The conditional density1 of L2 given Θ = θ is fL2|Θ(l2|θ) = Σ0e−l2Σ
0
.

Then, Σ0 must be computed.

Consider a single collision between a neutron with incident energy E0 and an hydrogen

nucleus at rest. From the conservation laws of an elastic scattering in the center-of-mass

system, and their subsequently transformation to the lab system [63], the energy E of the

scattered neutron can be written

E

E0
= cos2 θ.

For s-wave neutrons, the cross section formula follows the 1/v law. Then,

Σ =
c√
E0

(B.3)

1This conditional density function may change after the neutron exits the slab. However, it does not
affect the computation of the desired probability.
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P
Σ\p 0.1 0.5 0.9
0.1 0.9994 0.9908 0.9765
0.5 0.9908 0.8946 0.7762
1.0 0.9723 0.7468 0.5347
1.5 0.9490 0.6085 0. 3568
2.0 0.9227 0.4896 0. 2346

Table B.1: Probability that a neutron undergoes at most one collision in a slab of thickness
p and macroscopic total cross section Σ.

and

Σ0 =
c√
E
. (B.4)

Combining expressions (B.3) and (B.4),

Σ0 = Σ

r
E0
E

=
Σ

cos θ
.

Therefore,

P1 =

Z π/2

0

Z p

0

Z +∞

p−l1
cos θ

Σe−l1Σ
Σ

cos θ
e−l2

Σ
cos θ 2 sin(θ) cos(θ)dl2dl1dθ

=

Z π/2

0

Z p

0

Z +∞

p−l1
cos θ

2Σ2e−l1Σe−l2
Σ

cos θ sin(θ)dl2dl1dθ. (B.5)

Equation (B.5) cannot be solved analytically. Then, to have an estimate of the prob-

ability P = P0 + P1, Eq. (B.5) was numerically computed for different values of p and a

suitable range of Σ. For example, the mean free path of neutrons in muscle with energies

in the range of 1/40 eV to 1 keV is about 0.53 cm, which corresponds to a value of Σ of

1.88 cm−1. Table B.1 presents the results obtained for the probability P .

Note that the probability P for photons is even greater than for neutrons.
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B.2 Material percentage rounding

In this section, the average fluence relative difference for slabs p and p− 0.1 cm thick is

computed.

As shown in section 4.2.1, the average fluence in the portion A of an infinite p cm thick

slab, of material M and macroscopic total cross section ΣM << 1/p, perpendicularly

irradiated with an infinite planar source is

Φ =
N

cm2

Ã
2− 1

pΣM
+
e−pΣ

M

pΣM

!
, (B.6)

where p =p cm, and N is the number of incident particles traversing the 1 cm2 cross

section of A. If p ≥ 0.1, the relative difference between the average fluences for p and
p− 0.1 can be obtained from equation (B.6). Then,

∆
¡
ΣM , p

¢
=



µ
2− 1

pΣM
+ e−pΣM

pΣM

¶
−
µ
2− 1

(p−0.1cm)ΣM + e−(p−0.1cm)ΣM
(p−0.1cm)ΣM

¶
µ
2− 1

pΣM
+ e−pΣM

pΣM

¶ 0.1 < p ≤ 1

0.1cm ΣM−1+e−0.1cm ΣM

0.2cm ΣM−1+e−0.1cm ΣM
p = 0.1.

.

Figure B.1 shows the graph of function ∆ for suitable values of ΣM . As can be seen,

∆ is a decreasing function of p and an increasing function of ΣM . Note that ∆ coincides

with the relative error caused by the material percentage rounding whenever p is an odd

multiple of 0.1. Therefore, to find an upper bound of the error caused by rounding, only

the case p = 0.1 must be considered.
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Figure B.1: Relative difference between the average fluences for p and p−0.1 cm thick slabs.
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Appendix C

Numerical simulations with MCNP

This appendix describes the numerical simulations carried out with MCNP to verify the

influence of the material homogenization and material percentage rounding for slabs and

sources that are not infinite.

Slabs considered for simulations consisted in acrylic boxes with 40 × 40 cm2 cross
section and variable thickness p cm (0.1 < p < 1, and p a multiple of 0.1). For each

original slab, the voxel model with homogeneous mixed materials was constructed. To

asses the effect of homogenization only, the material percentage rounding was not carried

out. Acrylic composition described in Ref. [1] was used in the problems. Two irradiation

sources were used in simulations: a 5 keV monodirectional planar disk neutron source of

10 cm radius, and the RA-6 BNCT neutron beam source of 7.5 cm radius (see section

5.1.2). Note that the characteristics of these neutron sources are quite different. In the

case of real slabs, tallies were computed in volumes of 1 cm2 cross section and p cm thick.

For the slab voxel models, tally volumes coincided with the 1 cm3 cells. Estimates of

the average fluence in these volumes were obtained using F4 tally type in MCNP. All

calculations were run to high statistical convergence with statistical uncertainties of less

than 1%.

Table C.1 shows the average fluences per source particle in the original and voxelized

157



158 APPENDIX C

p Φa Φ∗a ∆̃h
a Φb Φ∗b ∆̃h

b

cm (1/cm2) (1/cm2) (%) (1/cm2) (1/cm2) (%)

0.1 1.09(1) 1.08(1) 0.3 1.46(1) 1.43(1) 2.5

0.2 1.17(1) 1.16(1) 0.2 1.51(1) 1.49(1) 1.3

0.3 1.24(2) 1.24(1) 0.8 1.55(1) 1.54(1) 0.6

0.4 1.31(1) 1.31(1) 0.1 1.59(1) 1.58(1) 0.5

0.5 1.36(1) 1.37(1) -0.7 1.63(1) 1.62(1) 0.4

0.6 1.42(1) 1.43(1) -0.6 1.65(1) 1.65(1) 0.1

0.7 1.47(2) 1.48(1) -0.5 1.69(1) 1.68(1) 0.3

0.8 1.53(1) 1.53(1) 0.3 1.71(1) 1.71(1) 0.2

0.9 1.57(2) 1.57(1) -0.1 1.73(1) 1.72(1) 0.1

Table C.1: Average fluences per source particle in a p cm-thick slab (Φ), and its correspond-

ing voxelized model ignoring material percentage rounding (Φ∗). ∆̃h denotes average fluence
percentage relative differences. Subscripts a and b are used for the ideal and RA-6 sources,

respectively.

slabs for a tally volume located at the beam entrance point (Φ and Φ∗, respectively), and

their percentage relative differences (∆̃h). Subscripts a and b are used for the ideal and

RA-6 sources, respectively. Note that in this comparison the homogenization effect is the

only one considered. As can be seen, relative differences are smaller than 1% and 2.5%

for the ideal and real neutron source. Since these values are of the same order as the

statistical uncertainties for numerical values, average fluences can be considered the same

in the original and voxelized slabs.

Now, consider the material rounding performed by NCTPlan voxel reconstruction

method. By the material assignment procedure, materials proportions are rounded to a

multiple of 0.2. When the slab thickness p is an odd multiple of 0.1, the algorithm rounds

down the proportion of acrylic and rounds up the proportions of air (see section 3.2.2).

Then, to compute the errors caused by rounding in these cases, the average fluence of

the original slab must be compared to the average fluence in the voxel model with the

corresponding rounded proportions. This means for example, that Φa |p=0.3 in Table C.1
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p ∆a ∆b

cm (%) (%)
0.1 7.9 9.7
0.3 6.6 3.7
0.5 4.0 2.8
0.7 2.9 2.2
0.9 2.7 1.1

Table C.2: Errors due to the material rounding to a 20% volume increment. Subscripts a
and b are used for the ideal and RA-6 sources, respectively.

must be compared to Φ∗a |p=0.2 .
Table C.2 shows the errors due to the material rounding to a 20% volume increment

for the most disadvantage cases, i.e. for p an odd multiple of 0.1. Note that the relative

difference ∆ is a decreasing function of p, as observed in Appendix B. Then, the upper

bounds of the rounding error are those corresponding to the case p = 0.1. These are 7.9%

and 9.7% for the ideal and realistic neutron sources, respectively.
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Appendix D

Tumor dose probability function

In this appendix, the derivation of the probability density function of the tumor dose from

the probability function of the tumor-to-blood ratios is presented.

Let R be the random variable representing the tumor-to-blood ratio and fR the prob-

ability density function of R. It was shown in Chapter 7 that for melanoma patients, the

lognormal distribution is the probability function that happens to describe the variability

of the ratios best (Table 7.1). Therefore, the probability density of the ratios is given as

fR(r) =
1

rσ
√
2π
e−

(ln(r)−µ)2
2σ2 , (D.1)

with µ and σ the parameters of the lognormal distribution.

Let D denote the random variable “tumor dose”. Then,

D = Db−ind +RDb−dep Cblood, (D.2)

where Db−ind and Db−dep are the boron-independent and boron-dependent (normalized to

1 ppm) biologically weighted dose, respectively, and Cblood is the average value of blood

boron concentration during the irradiation time. The cumulative distribution function of
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D is

FD (d) = P (D ≤ d) (D.3)

= P (Db−ind +RDb−dep Cblood ≤ d)
= P

µ
R ≤ d−Db−ind

Db−dep Cblood

¶
= FR

µ
d−Db−ind
Db−dep Cblood

¶
,

where FR is the cumulative distribution of R. Thus, the probability density function of

the tumor dose fD can be computed by

fD(d) =
∂

∂d
FR

µ
d−Db−ind
Db−dep Cblood

¶
(D.4)

=
1

Db−dep Cblood
fR

µ
d−Db−ind
Db−dep Cblood

¶
.

Since fR is a lognormal density function with parameters µ and σ (Eq. [D.1]), one obtains,

after substitution,

fD(d) =
1

(d−Db−ind)σ
√
2π
e−

µ
ln

µ
d−Db−ind

Db−dep Cblood

¶
−µ

¶2
2σ2 . (D.5)

Expression (D.5) shows that D follows a distribution that inherits the asymmetry of the

density function fR.
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Roberti and D. A. Batistoni, Biodistribution studies of boronophenylalanine-fructose

in melanoma and brain tumor patients in Argentina. Appl. Radiat Isotopes, 61 (5),

1095-1100 (2004).

[65] G. L. Locher, Biological effects and therapeutic possibilities of neutrons. Am. J.

Roentgenol., 36, 1-13 (1936).

[66] J. Longhino, H. Blaumann, O. Calzetta, D. Feld and S. González, Caracterización
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