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## UN ALGORITMO SUPERFAST PARA DESCOMPONER FORMAS BINARIAS

Descomponer una Forma Binaria consiste en reescribir un polinomio homogéneo en dos variables de grado $D$ como una combinación lineal de $D$-esimas potencias de factores lineales. En este trabajo nos concentraremos en las combinaciones lineales con la mínima cantidad posible de sumandos, valor conocido como el Rango de la forma binaria. Nuestro problema es equivalente al de la Descomposición de Tensores Simétricos cuando el tensor simétrico tiene dimensión 2.

En esta tesis proponemos un algoritmo para la descomposición de formas binarias, el cual se basa en el trabajo de Sylvester del siglo XIX. Retomamos su aporte utilizando técnicas del Álgebra Lineal y resultados sobre Secuencias Linealmente Recurrentes. De esta manera ofrecemos un nuevo enfoque para la descomposición de formas binarias con una complejidad aritmética cuasi-lineal en el grado de la forma dada, óptima si no consideramos los factores poli-logarítmicos. La descomposición involucra números algebraicos sobre el cuerpo original, por lo que demostramos una cota superior para el grado de la extensión algebraica necesaria, la cual es $\operatorname{Min}($ rango; $D-$ rango +1$)$.

Palabras claves: Formas Binarias, Descomposición de Tensores, Rango Tensorial, Algoritmos Superfast, Matrices de Hankel.

## A SUPERFAST ALGORITHM FOR THE DECOMPOSITION OF BINARY FORMS

To decompose a Binary Form we write an homogeneous polynomial on two variables and degree $D$ as a linear combination of $D$-powers of linear forms. In this work we focus on the smallest possible number of summands in the linear combination, a quantity known as Rank. Our problem is equivalent to the Symmetric Tensor Decomposition problem when the symmetric tensor has dimension 2.

In this thesis we focus on an algorithm for the decomposition of binary forms, which relies on the work from Sylvester in the 19th century. We revisit this work using linear algebra techniques and results from linear recurrent sequences. We propose a new approach for the decomposition of binary forms with soft linear arithmetic complexity in the degree of the given form, and hence optimal, up to poly-logarithmic factors. The solution of the decomposition problem requires to deal with algebraic numbers over the ground field whose degree we surprisingly succeed to bound by $\operatorname{Min}(r a n k ; D-r a n k+1)$.
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## 1. INTRODUCTION

"El futuro es nuestro, por prepotencia de trabajo."

- Roberto Arlt

In this work we introduce a new algorithm for the decomposition of binary forms (homogeneous polynomials with two variables). Given a binary form $f(x, y)=\sum_{i=0}^{D} a_{i} x^{i} y^{D-i}$, with $a_{i} \in \mathbb{F}$ and $\mathbb{F}$ some field, finding a decomposition means get
$\lambda_{1}, \ldots, \lambda_{r}, \alpha_{1}, \ldots, \alpha_{r}, \beta_{1}, \ldots, \beta_{r} \in \overline{\mathbb{F}}$, with $\overline{\mathbb{F}}$ the algebraic closure of $\mathbb{F}$, such that

$$
f(x, y)=\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}
$$

We are interested in getting the minimal $r$ such that a decomposition with $r$ summands exists. We call this value the rank of the binary form and we say that a decomposition is minimal if it has as many summands as its rank.

The problem we are considering is a special case of "Symmetric Decomposition Problem". A symmetric tensor of dimension $n$ and order $D$, whose coefficients belong to a field, can always be decomposed as a sum of rank- 1 symmetric tensors. As in our problem, the minimal quantity such that a decomposition exists is known as rank of the tensor. ${ }^{1}$

Finding a minimal decomposition is one of the fundamental problems in the theory of the symmetric tensors. It is a very important issue and particular cases had been intensively studied. For example, for symmetric matrices, that is for tensors of order 2, the decomposition problem is equivalent to the Singular Values Decomposition. Thus tensor decomposition could be seen as an extension of SVD to higher order tensors. Under different formulations, this problem can be found in many different areas. For example, in Statistics it appears with the use of cumulants. In the Blind Source Separation (BSS) problem appears when we assume that the source mixture is linear, [9]. In Data Analysis it can be found in Independent Component Analysis, [16]. It also appears in Electrical Engineering, for example in problems in the Antenna Array Processing [21]. Much more applications appear in the survey of Comon 8

There is a isomorphism between the symmetric tensors of dimension $n$ and order $D$ and the homogeneous polynomials in $\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ of degree $D$, which allow us to work directly with homogeneous polynomials. For further details about this relationship we refer the reader

[^0]to Comon et al. [11. It is interesting to note that the formulation that involves polynomials can be thought as a kind of Waring's problem. Because of its multiples formulations, different authors worked in this problem at the same time, without being aware of the previous results, so many of them were rediscovered through the years.

Coming back to the decomposition of binary forms, if we $\mathbb{F}=\mathbb{C}$, this problem was mathematically solved by Sylvester in 1851 [23] when he proved the necessary and sufficient conditions for a decomposition to exist. This idea leaded straightforward to the algorithm of Comon and Mourrain [10, which, as far as we know, is the first algorithm for getting a minimal decomposition.

This last algorithm can be improved if we observe that the rank has just two possible values. This last thing was rediscovered through the years. The first proof, as far as we know, comes from the Control Theory field and is thanks to Helmke [14]. After that it was proved using analysis of secant varieties and it appears in the works of Comas and Seiguer [7], Comon et al. [11], Bernardi et al. [3].

What all those approaches have in common is the use of Hankel matrices (see Section 2.1). Over the years, many authors, as Iohvidov [15] and Heinig and Rost [13], worked with this special kind of matrices, and nowadays they are deeply understood. Also in the algorithmic world those matrices have been deeply studied, and there are many superfast algorithms (whose arithmetic complexity is almost linear in the size of the generator vector) induced by the analysis of their displacement rank, [4].

In this work we rediscover important properties about the rank by using a new approach related with linear algebra. Based on the properties of the kernel of the Hankel matrices, we deduce a new superfast algorithm to get the rank and we extend it to get a minimal decomposition efficiently. Unlike the previous works, we prove the arithmetic complexity of our algorithm which is almost linear on the degree of the binary form. As far as we know, this is the first superfast algorithm known for this problem. We give an algorithm which does not compute numerically the solution, it just compute an efficient expression of it.

Is important to note that when $\mathbb{F}$ is not algebraically closed, we have a very important difference with the classical formulation of the problem. This difference comes from that we allow the decomposition to have elements in the closure of the original field, and the classical definition asks all the coefficients in the decomposition to be of the same field. An important work about decompositions over the same field is the one by Reznick [20]. In the particular case of $\mathbb{F}=\mathbb{R}$, Helmke [14] characterized all the possible decompositions and the necessary conditions for them to exist. About this distinction we have to remark two things. When the field is algebraically closed (e.g. $\mathbb{F}=\mathbb{C}$ ), our results are valid for the classical definition of the problem. When it is not, our rank is a lower bound for the classical definition of rank.

For the cases when the $\mathbb{F}$ is not algebraically closed, we show that we can give a minimal decomposition over some extension field, whose algebraic degree we bound. Moreover, we express the solution as the addition of a rational function evaluated over all the roots of a polynomial, where both functions have all their coefficients in the original field. We do not assume that the characteristic is zero, but still we need it to be "big enough".

The paper is organized as follows. In Chapter 2 we introduce the notation of the paper and some results that we use. In Chapter 3 we present the main algorithm and we prove its correctness. In the following sections we explain the details of the main algorithm and prove its complexity. In Chapter 4, we show how to compute efficiently the kernels of the matrices of Equation (2.3). After, in Chapter 5 we bound the algebraic degree of the problem. Following, in Chapter 6, we talk about how to solve linear systems related with transpose of Vandermonde matrices. In Chapter 7, we sum up the results and analyze the arithmetic complexity of the main algorithm. In Chapter 8 we discuss briefly the relation between our results and the ones from Helmke [14] and Comas and Seiguer [7, giving some new proofs. Finally, in Chapter 9 we have a little discussion about the decomposition of general symmetric tensors.

## 2. PRELIMINARIES

In this section we introduce the notation of the paper and some results that we use. In Section 2.1 we introduce our notation for the binary forms. Following, in Section 2.2, we define what we understand by a decomposition of a binary form. In Section 2.3, we introduce Sylvester's Theorem, which is the basis of our analysis. Latter, in Section 2.4 we introduce some notation for the Hankel matrices and the theorems that we will use. In Section 2.5 we present our notation for the Linear Recurrence Sequence and we recall the arithmetic complexities of the associated problems. Finally, in Section 2.6, we come back to the binary forms to introduce the changes of coordinates.

In the following we refer to $\mathbb{F}$ as an arbitrary field and to $\overline{\mathbb{F}}$ as the algebraic closure of $\mathbb{F}$.

### 2.1 Binary Forms

In this section we recall some definitions related to the binary forms. Particularly we mention their relationship with the univariate polynomials. Our aim is to extended the definition of being square-free to the binary forms.

Definition 2.1.1. A binary form $f$ of degree $D$ is an homogeneous polynomial in $\mathbb{F}[x, y]$ that can be written as

$$
f(x, y)=\sum_{i=0}^{D}\binom{D}{i} a_{i} x^{i} y^{D-i}
$$

Notation 2.1.2. We call $\mathbb{F}[x, y]_{D}$ to the set of all the binary forms in $\mathbb{F}[x, y]$ of degree $D$.
Always it is possible to write a binary form as a product of linear forms.
Proposition 2.1.3. Given a binary form $f \in \mathbb{F}[x, y]$ of degree $D$, it can be expressed as

$$
f(x, y)=\prod_{j=1}^{D}\left(\beta_{j} x-\alpha_{j} y\right)
$$

Where $\left(\beta_{j} x-\alpha_{j} y\right) \in \overline{\mathbb{F}}[x, y]$. We say that this expression is a Factorization of $f$.

As we claim, these polynomials are deeply related to the univariate polynomials. In fact, we can rewrite them as a product between the univariate polynomial $f(x, 1)$, composed with $\frac{x}{y}$, and $y^{D}$. The actual relation between the binary forms and the univariate polynomials is
that first ones are the homogeneous projection of the second ones. In a few words, the points were the evaluation of the binary form $f$ is zero, belongs to a finite set of lines described by each factor in the factorization of $f$. If we take the direction of those lines, we observe that they are the homogeneous coordinates of the roots of the associated polynomial $f(x, 1)$, and its value at infinite. This allow us to talk about roots of a univariate polynomial and to think the binary forms as their projection. This way, each time that we refer to a root, we are talking about the direction of a line where $f$ is zero. With that on mind, we extend the definition of square-free polynomial.
Notation 2.1.4. A binary form $f$ is said to be square-free when all the linear factors of the factorization of $f$, taken pairwise, are not multiples.

Using the above observations, it is possible to check if a binary form $f$ has squareroots using the Euclidean Algorithm. The superfast implementation of that algorithm takes $O(\mathrm{M}(D) \cdot \log (D))$ ops, [12, Section 11.1].

### 2.2 Decomposition of a binary form

As we explained in the introduction, the main objective for this work is to find a decomposition for any binary form. In this section we introduce what we understand by a decomposition for a binary form, and the difference between our definition and the classical one.

First, let us begin with a fundamental theorem which proves that a decomposition always exists.

Theorem 2.2.1 ([20, Theorem 4.2]). Any set $\left\{\left(\alpha_{j} x+\beta_{j} y\right)^{D}: 0 \leq j \leq D\right\}$, with $\alpha_{j}, \beta_{j} \in \mathbb{F}$ of pairwise distinct $D$-th powers is linearly independent and spans the binary forms of degree $D$ with coefficients in $\mathbb{F}$.

Proof. The matrix of this set with respect to the basis $\binom{D}{i} x^{i} y^{D-i}$ is $\left[\alpha_{j}^{i} \beta_{j}^{D-i}\right]_{i, j}$, whose determinant is Vandermonde:

$$
\prod_{0 \leq j<k \leq D}\left|\begin{array}{cc}
\alpha_{k} & \beta_{k} \\
\alpha_{j} & \beta_{j}
\end{array}\right|
$$

This determinant is a product of non-zero terms by hypothesis.

The Theorem 2.2.1 proves that for any binary form $f$ of degree $D$ we can find a finite set of binary forms $\left\{\left(\alpha_{j} x+\beta_{j} y\right)^{D}: 1 \leq j \leq r\right\}$ and constants $\lambda_{1}, \ldots, \lambda_{r}$ such that,

$$
\begin{equation*}
f(x, y)=\sum_{i=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D} \tag{2.1}
\end{equation*}
$$

Definition 2.2.2 (Decomposition for a Binary Form). A decomposition for a binary form $f \in \mathbb{F}[x, y]_{D}$ is a set $\left\{\left(\alpha_{j} x+\beta_{j} y\right)^{D}: 1 \leq j \leq r\right\} \subset \overline{\mathbb{F}}[x, y]_{D}$ and constants $\lambda_{1}, \ldots, \lambda_{r} \in \overline{\mathbb{F}}$ such that Equation (2.1) holds.

Observation 2.2.3. In most of the texts the definition of decomposition is different. In all of them, for a decomposition is necessary a set $\left\{\left(\alpha_{j} x+\beta_{j} y\right)^{D}: 1 \leq j \leq r\right\} \subset \mathbb{F}[x, y]_{D}$ and constants $\lambda_{1}, \ldots, \lambda_{r} \in \mathbb{F}$. Note that the difference is that in our definition we have a "relaxed condition", we work with decompositions over the algebraic closure and not over the original field. As many authors work over $\mathbb{C}$, this distinction is not necessary, and all the results of this work apply. However, when the field is not algebraically closed, it is mandatory to make this distinction. In Chapter 6 we show that the terms involved in a decomposition belong to extension of the field, a subfield of the closure of the field, and we prove a bound for the degree of the field extension needed.

It is important to note that, given a binary form of degree $D$, there is a decomposition such that the amount of summands is minimal with respect to all other possible decompositions. For any $f \in \mathbb{F}[x, y]_{D}$, this minimal amount of summands is upper bounded by $D+1$, by Theorem 2.2.1. However, for each $f$ the minimal amount can be different. Consider, for example, $x^{D}$ and $x^{D}+y^{D}$ in $\mathbb{C}[x, y]_{D}$. It is clear that, for the first polynomial, the minimal amount is 1 and for the second one, it is 2 .

Definition 2.2.4. Given $f \in \mathbb{F}[x, y]_{D}$, the rank of $f$ is the minimal $r$ such that there is a decomposition for $f$ that involves $r$ summands.

Observation 2.2.5. Again, here is necessary to make a statement. Our definition of the rank differs with the classical one because the terms in the decomposition are not the same. In particular, our rank is a lower bound for what is usually called the rank of a binary form. Once more, if we work over the complex field, this distinction is not necessary.

This way, when we refer to a minimal decomposition of a binary form, we talk about a decomposition of such polynomial where the number of summands is its rank.

### 2.3 Sylvester's Theorem

Our algorithm can be considered a corollary of the 1851 Sylvester's Theorem [23]. This theorem gives the necessary and sufficient conditions for a binary form to have a decomposition over its algebraic closure.

Theorem 2.3.1 (Sylvester, 1851). Let

$$
f(x, y)=\sum_{i=0}^{D}\binom{D}{i} a_{i} x^{i} y^{D-i}
$$

with $a_{i} \in \mathbb{F} \subseteq \mathbb{C}$. Also, let

$$
\begin{equation*}
Q(x, y)=\sum_{i=0}^{r} c_{i} x^{i} y^{r-i}=\prod_{j=1}^{r}\left(\beta_{j} x-\alpha_{j} y\right) \tag{2.2}
\end{equation*}
$$

be a square-free polynomial. There are $\lambda_{j} \in \overline{\mathbb{F}}$ such that

$$
f(x, y)=\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}
$$

if and only if,

$$
\left(\begin{array}{cccc}
a_{0} & a_{1} & \cdots & a_{r}  \tag{2.3}\\
a_{1} & a_{2} & \cdots & a_{r+1} \\
\vdots & \vdots & \ddots & \vdots \\
a_{D-r} & a_{D-r+1} & \cdots & a_{D}
\end{array}\right) \cdot\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{r}
\end{array}\right)=0
$$

Where $\overline{\mathbb{F}}$ is the algebraic closure of $\mathbb{F}$.

For a proof of the theorem when $\mathbb{F}=\mathbb{C}$ we refer to Reznick [20, Theorem 2.1]. For an arbitrary $\mathbb{F}$, we consider the same proof, knowing that the ring $\mathbb{F}[X]$ is an Euclidean Domain. As a unique partial fraction decomposition always exist for the quotient ring $\mathbb{F}(X)$, [6, Section $3]$, the proof over $\mathbb{C}$ can be easily adapted.

We introduce the notation we use through the text to manipulate the matrices of Equation (2.3). These matrices are known as Hankel matrices.

Definition 2.3.2. Given a vector $a=\left(a_{0}, \ldots, a_{D}\right)$, let $\left\{H_{a}^{k}\right\}_{1 \leq k \leq D}$ be the family of Hankel matrices indexed by $k$, such that $H_{a}^{k} \in \mathbb{F}^{(D-k+1) \times(k+1)}$ and

$$
H_{a}^{k}=\left(\begin{array}{ccccc}
a_{0} & a_{1} & \cdots & a_{k-1} & a_{k}  \tag{2.4}\\
a_{1} & a_{2} & \cdots & a_{k} & a_{k+1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_{D-k-1} & a_{D-k} & \cdots & a_{D-2} & a_{D-1} \\
a_{D-k} & a_{D-k+1} & \cdots & a_{D-1} & a_{D}
\end{array}\right)
$$

We refer indifferently to the family of Hankel matrices of a vector $\left(a_{0}, \ldots, a_{D}\right)$ and to the family of Hankel matrices of a binary form $\sum_{i=0}^{D}\binom{D}{i} a_{j} x^{i} y^{D-i}$. When it is clear from the context, we skip the subindex.

The binary forms whose coefficients belong to the kernel of the matrices $H^{i}$ play an important roll in Sylvester's Theorem. For that reason, we call such polynomials kernel polynomials. To relate the vector $u=\left(u_{0}, \ldots, u_{k}\right)$ in the kernel of $H^{k}$, with the polynomial with those coefficients, we define the following,

Definition 2.3.3. Given a vector $u=\left(u_{0}, \ldots, u_{k}\right)$, we define $P_{u}$ as

$$
P_{u}:=\sum_{i=0}^{k} u_{i} x^{i} y^{k-i}
$$

Notation 2.3.4. A binary form $G(x, y)$ of degree $k$ is said to be a kernel polynomial of a family $\left\{H_{G}^{i}\right\}_{i \leq D}$ if there is a vector $g \in \operatorname{Ker}\left(H^{k}\right)$ such that $P_{g}=G$.

The next corollary summarizes the relationship between a minimal decomposition and Sylvester's Theorem.

Corollary 2.3.5. Given an binary form $f=\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}$, its rank is $r$ if and only if there is a non-zero vector $u$ in the kernel of $H_{f}^{r}$ such that,

- $P_{u}=\prod_{j=1}^{r}\left(\beta_{j} x-\alpha_{j} y\right)$
- $P_{u}$ is a square-free kernel polynomial.
- For $1 \leq k<r$, for all non-zero $\hat{u} \in \operatorname{ker}\left(H_{f}^{k}\right)$, the polynomial $P_{\hat{u}}$ is not square-free.


### 2.4 Kernel of a Hankel matrix

To compute the minimal decomposition, we find the minimum $r$ such that the Equation (2.3) holds. This approach demands a better inside into the family of matrices of such equation. In this section we characterize the kernels of the Hankel matrices. All the following results can be found in [13, Section 5].

Definition 2.4.1. A Hankel matrix is a matrix $\left\{\left\{a_{i, j}\right\}\right\}$ with constant skew-diagonals (positive sloping diagonals). That means, $(\forall i, j) a_{i, j}=a_{(i-1),(j+1)}$.

For each family of Hankel matrices defined by Definition 2.3 .2 there are two constants that describe the dimension of all the kernels of those matrices.

Proposition 2.4.2. Given the family of Hankel matrices $\left\{H_{a}^{k}\right\}_{1 \leq k \leq D}$, defined by Definition 2.3.2, there are two constants, $N_{1}^{a}, N_{2}^{a}$, such that,

1. $0 \leq N_{1}^{a} \leq N_{2}^{a} \leq D$
2. $(\forall k: 1 \leq k \leq D) \operatorname{dim}\left(\operatorname{Ker}\left(H_{a}^{k}\right)\right)=\max \left(0 ; k-N_{1}^{a}\right)+\max \left(0 ; k-N_{2}^{a}\right)$
3. $N_{1}^{a}+N_{2}^{a}=D$

Notation 2.4.3. Through the text, every time we refer to a family of Hankel matrices, we are talking about the family defined by Definition 2.3.2. For the constants, $N_{1}$ and $N_{2}$, when it is clear from the context, we skip the superindexes.

Figure 2.1 illustrates the relation between the kernels of the Hankel matrices and those constants. There we can observe how the dimension of the kernel variates when the index increases.


Figure 2.1: Relationship between $H^{k}$ and $N_{1}$ and $N_{2}$
Also it is worth to consider the variation of the rank of those matrices. In the Figure 2.2, it is possible to see a "plateau". That means that, from $N_{1}$ up to $N_{2}$, the rank stays invariant. Note that if $N_{1}=N_{2}$, this "plateau" fails to exist.
Remark 2.4.4. The maximum rank of the matrices $\left\{H^{i}\right\}_{0 \leq i \leq D}$ is $N_{1}+1$.
To understand which vectors characterize the kernels of a family of Hankel matrices, we define the U-chains.

Definition 2.4.5. An U-chain of a vector $v=\left(v_{0}, \ldots, v_{n}\right) \in \mathbb{F}^{n+1}$ of length $k$ is a family of vectors $U_{k}^{0} v, U_{k}^{1} v, \ldots, U_{k}^{k-1} v \in \mathbb{F}^{n+k}$, where the i-th element ( $i \in[0 ; k-1]$ ) is


Figure 2.2: Rank of $H^{k}$

$$
\begin{equation*}
U_{k}^{i} v=(\underbrace{0 \ldots 0}_{i}, \overbrace{v_{0} \ldots v_{n}}^{n+1}, \underbrace{0 \ldots 0}_{k-1-i}) \tag{2.5}
\end{equation*}
$$

Note that if $v$ is not zero, then all the elements in an U-chain of $v$ are linearly independent. The following theorem explains the relationship between the families of Hankel matrices and the U-chains. It gives an easy way to manipulate the kernels of those matrices.

Proposition 2.4.6 (Definition of $\mathbf{v}$ and $\mathbf{w}$ ). Given the family of Hankel matrices $\left\{H^{k}\right\}_{1 \leq k \leq D}$, let $N_{1}$ and $N_{2}$ be the constants defined by Proposition 2.4.2. There are two vectors, $v \in \mathbb{F}^{N_{1}+1}$ and $w \in \mathbb{F}^{N_{2}+1}$, such that,

For $N_{1}<k \leq N_{2}$, the $U$-chain of $v$ of length $\left(k-N_{1}\right)$ form a basis for $\operatorname{Ker}\left(H^{k}\right)$.

$$
\left\langle U_{k-N_{1}}^{0} v, \ldots, U_{k-N_{1}}^{k-N_{1}-1} v\right\rangle=\operatorname{Ker}\left(H^{k}\right)
$$

For $N_{2}<k \leq D$, the $U$-chain of $v$ of length $\left(k-N_{1}\right)$ together with the $U$-chain of $w$ of length $\left(k-N_{2}\right)$ form a basis for $\operatorname{Ker}\left(H^{k}\right)$.

$$
\left\langle U_{k-N_{1}}^{0} v, \ldots, U_{k-N_{1}}^{k-N_{1}-1} v, U_{k-N_{2}}^{0} w, \ldots, U_{k-N_{2}}^{k-N_{2}-1} w\right\rangle=\operatorname{Ker}\left(H^{k}\right)
$$

Moreover, $v$ and $w$ are not unique. The vector $v$ could be any vector in $\operatorname{Ker}\left(H^{N_{1}+1}\right)$, and $w$ could be any vector in $\operatorname{Ker}\left(H^{N_{2}+1}\right)$ linearly independent to the $U$-chain of $v$ of length $\left(N_{2}-N_{1}+1\right)$.

From now on, given a family of Hankel matrices, we refer to $v$ and $w$ as the vectors from Proposition 2.4.6. To relate the previous theorem with the values $N_{1}$ and $N_{2}$ we note the following.
Remark 2.4.7.

- If $N_{2}<k \leq D$, then the U-chain of $v$ of length $\left(k-N_{1}\right)$ together with the U-chain of $w$ of length $\left(k-N_{2}\right)$ form a linearly independent set.
- If $i \leq N_{1}$, then $\operatorname{Ker}\left(H^{i}\right)=\{0\}$
- If $N_{1}<N_{2}$, then $\operatorname{Ker}\left(H^{N_{1}+1}\right)=\langle v\rangle$.
- If $N_{1}=N_{2}$, then $\operatorname{Ker}\left(H^{N_{1}+1}\right)=\langle v, w\rangle$.
- In general, $\operatorname{Ker}\left(H^{N_{2}+1}\right)=\left\langle U_{N_{2}-N_{1}+1}^{0} v, \ldots, U_{N_{2}-N_{1}+1}^{N_{2}-N_{1}} v, w\right\rangle$

Now we have an powerful way to manipulate the kernels of the family $\left\{H^{k}\right\}_{k}$ using $v$ and $w$. If we consider the kernel polynomials, see Notation 2.3.4, then they can be expressed as "polynomial combinations" of $P_{v}$ and $P_{w}$ of degree $k$. The following proposition is a corollary of Heinig and Rost [13, Proposition 5.1].

Proposition 2.4.8. The kernel polynomials of $H^{k}$ are

- If $0<k \leq N_{1},\{0\}$
- If $N_{1}<k \leq N_{2},\left\{P_{\mu} \cdot P_{v}: \mu \in \mathbb{F}^{k-N_{1}}\right\}$
- If $N_{2}<k \leq D,\left\{P_{\mu} \cdot P_{v}+P_{\rho} \cdot P_{w}: \mu \in \mathbb{F}^{k-N_{1}}, \rho \in \mathbb{F}^{k-N_{2}}\right\}$

Proof. The first case is trivial. The second and the third are a consequences of the 13, Proposition 5.1]. For the sake of completeness, we sketch the proof. Given a vector $v$, let $U_{k}^{j} v$ be the $j$-th element of a U-chain of $v$ of length $k$. Hence,

$$
P_{U_{k}^{j} v}:=x^{j} y^{k-1-j} P_{v}
$$

Note, also, that $P_{\alpha \cdot u+\beta \cdot w}=\alpha P_{u}+\beta P_{w}$. Using this two facts, the proof is straightforward.

To conclude, the polynomials $P_{v}$ and $P_{w}$ do not share any root over $\overline{\mathbb{F}}$.
Proposition 2.4.9 ([13, Proposition 5.5]). $P_{v}$ and $P_{w}$ don't share any root.

### 2.5 Linear Recurrence Sequences

As we show in Chapter 4, the kernel of the Hankel matrices and the Linear Recurrence Sequences are deeply related. In this section we define the linear recurrence sequences, we talk about the minimal generating sequences and the arithmetic complexity of compute them.

Definition 2.5.1. A sequence $S$ (finite or not) is said to be linearly recurrent when there is a finite sequence $\left(v_{0}, \ldots, v_{n}\right)$, also known as the generating sequence, such that:

$$
S_{n+1+i}=\sum_{k=0}^{n} v_{k} \cdot S_{i+k} \quad(0 \leq i)
$$

Definition 2.5.2. A minimal generating sequence is a generating sequence of $S$ whose length is the shortest with respect to the length of all the generating sequences of $S$.

The length, the uniqueness and the existence of those generating sequences change depending on the generated sequence. When the generated sequence is not finite, there is at most one minimal generating sequence. When it is finite, the minimal generating sequence may not be unique and its length could be as long as the original sequence, but it always exists.
Remark 2.5.3. Another way of defining the generating sequences is using matrices. A vector $\left(v_{0}, \ldots, v_{n}\right)$ is a generating sequence of a sequence $S$ if and only if it is a solution to the system Equation (2.6).

$$
\left(\begin{array}{cccc}
S_{0} & S_{1} & \cdots & S_{n}  \tag{2.6}\\
S_{1} & S_{2} & \cdots & S_{n+1} \\
S_{2} & S_{3} & \cdots & S_{n+2} \\
\vdots & \vdots & & \vdots
\end{array}\right)\left(\begin{array}{c}
v_{0} \\
v_{1} \\
\vdots \\
v_{n}
\end{array}\right)=\left(\begin{array}{c}
S_{n+1} \\
S_{n+2} \\
S_{n+3} \\
\vdots
\end{array}\right)
$$

Note that the matrix of this system is finite if and only if $S$ is finite.
When there is a bound for the length of the minimal generating sequences, it is possible to compute it efficiently by means of the Berlekamp-Massey algorithm, [2, 19]. In [12, Section 12.3] it is possible to find a proof for the Proposition 2.5.4.

Proposition 2.5.4. Let $S$ be a linear recurrence sequence of length $n$. If the length of its minimal generating sequence is at most $\left\lfloor\frac{n}{2}\right\rfloor$, then it can be computed in $O(\mathrm{M}(n) \cdot \log (n))$ ops. Where $\mathrm{M}(n)$ is the arithmetic cost of multiply two polynomial of degree $n$.

### 2.6 Linear Change of Coordinates

A linear change of coordinates, in the particular case of the binary forms, can be thought as an automorphism $L_{T}: F[x, y] \rightarrow F[x, y]$ associated to an invertible matrix $T=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, where

$$
L_{T}(F)=F\left(T \cdot\binom{x}{y}\right)=F((a x+b y),(c x+d y))
$$

The linear change of coordinates preserves the degree of the original function. Furthermore, it preserves its rank. The relation between decompositions of different linear changes of coordinates allows us to work with a change of coordinates, instead of using the original polynomial.

Lemma 2.6.1. Let $T$ be a non-singular $2 \times 2$ matrix. Given a minimal decomposition for the binary form $F(x, y)=\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}$, a minimal decomposition for $L_{T}(F)$ is

$$
\begin{equation*}
L_{T}(F)=\sum_{j=1}^{r} \lambda_{j}\left(\left(\alpha_{j}, \beta_{j}\right) \cdot T \cdot\binom{x}{y}\right)^{D} \tag{2.7}
\end{equation*}
$$

Proof. By definition, Equation (2.7) brings a decomposition. As $T$ is invertible, $L_{T^{-1}}\left(L_{T}(F)\right)=F$. Hence the rank of a binary form is preserved after a linear changes of coordinates, so the decomposition is minimal.

By Lemma 2.6.1, if we have a decomposition for $F$, then we can compute easily another decomposition for $L_{T}(F)$, for any invertible matrix $T$. This way, for getting the minimal decomposition of $F$ we compute the minimal decomposition for $L_{T}(F)$, and after we recover the minimal decomposition of $F$.

It is possible to compute such linear change of coordinates in $O(\mathrm{M}(D) \cdot \log (D))$ ops using multi-point evaluation and interpolation algorithms.

Proposition 2.6.2. Given a binary form $F$ of degree $D$ and an invertible $2 \times 2$ matrix $T$, we can compute $L_{T}(F)$ in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Proof. To perform a linear change of coordinates we can evaluate $F(x, y)$ and then interpolate it. For univariate polynomials the multi- point evaluation and the interpolation can be achieved in $O(\mathrm{M}(D) \cdot \log (D))$ ops, [12, Chapter 10]. We show how we use the univariate algorithms to solve this problem.

If $F(x, y)$ is a binary form, then $F(x, 1)$ is an univariate polynomial. We have to evaluate our target function, $L_{T}(F)$, in $\left(x_{i}, 1\right)$ for $D$ different points $x_{i}$. Suppose that $T \cdot\binom{x_{i}}{1}=\binom{x_{i}^{\prime}}{y_{i}^{\prime}}$

- If $y_{i}^{\prime}=0$, then $F\left(x_{i}^{\prime}, 0\right)=a_{D} \cdot\left(x_{i}^{\prime}\right)^{D}$
- If $y_{i}^{\prime} \neq 0$, then $F\left(x_{i}^{\prime}, y_{i}^{\prime}\right)=y_{i}^{\prime D} \cdot F\left(\frac{x_{i}^{\prime}}{y_{i}^{\prime}}, 1\right)$

So, for the evaluation of $L_{T}(F)(x, 1)$, first we can use the fast multipoint evaluation algorithm for $\left\{\frac{x_{i}^{\prime}}{y_{i}^{\prime}}: y_{i}^{\prime} \neq 0\right\}$ and after compute the remaining values.

To interpolate $L_{T}(F)$, we can interpolate the univariate polynomial $L_{T}(F)(x, 1)$ knowing that $L_{T}(F)\left(x_{i}, 1\right)=F\left(x_{i}^{\prime}, y_{i}^{\prime}\right)$, and after homogenize the result. If the degree of the interpolated polynomial is not the degree of the original polynomial, we should multiply by necessaries $y$ to obtain the original degree.

## 3. ALGORITHM

Considering the previous chapter, the following Algorithm 1 computes a minimal decomposition. In the subsequent section we prove its correctness and termination. To achieve a better complexity bound, in the following chapters we explain in detail how to perform some of these steps. Still, this description is made to facilitate the complete overview of the algorithm.

### 3.1 Correctness

For the proof of correctness, consider the following lemma. By Sylvester's Theorem, we need a square-free polynomial. If $P_{v}$ is not square-free, then no kernel polynomial of degree less than $N_{2}+1$ is square-free. Hence, we do not need to check this property over those polynomials.

Lemma 3.1.1. If $P_{v}$ is not square-free, then all the kernel polynomials of $\left\{H^{k}\right\}_{N_{1}<k \leq N_{2}}$, are not square-free.

Proof. By Proposition 2.4.8, all the kernel polynomials of $H^{k}$ can be express as $P_{v} \cdot P_{\mu}$ where $\mu \in \mathbb{F}^{k-N_{1}}$. Therefore, if $P_{v}$ is not square-free, then $P_{v} \cdot P_{\mu}$ is not square-free either.

As $P_{v}$ and $P_{w}$ do not share any roots, it is always possible to take a square-free kernel polynomial of degree $\left(N_{2}+1\right)$. Hence, the rank is either $\left(N_{1}+1\right)$ or $\left(N_{2}+1\right)$. Moreover, $P_{v}$ is square-free if and only if the rank is $\left(N_{1}+1\right)$.

Theorem 3.1.2. If $P_{v}$ is square-free, then the rank of the binary form is $\left(N_{1}+1\right)$. Otherwise, the rank is $\left(N_{2}+1\right)$.

Proof. Following the Remark 2.4.7, if $i \leq N_{1}$ then the kernel of $H^{i}$ is trivial. Hence, by Theorem [2.3.1, there is not a decomposition. If $P_{v}$ is square-free, then we take $P_{v}$ and, by Corollary 2.3.5, the rank is $N_{1}+1$.

If $P_{v}$ is not square-free, then by Lemma 3.1.1, all the kernel polynomials of degree less than $\left(N_{2}+1\right)$ have square roots. By Heinig and Rost [13, Proposition 5.5], $P_{v}$ and $P_{w}$ don't share any root, so there is a polynomial $P_{\mu}$ of degree $\left(N_{2}-N_{1}\right)$ such that $Q:=P_{v} \cdot P_{\mu}+P_{w}$ is square-free. Hence, by Proposition 2.4.8, the polynomial $Q$ is a kernel polynomial of $H^{N_{2}+1}$. Therefore, by Corollary 2.3.5, the rank of the binary form is $\left(N_{2}+1\right)$.

```
Algorithm 1 Scheme to get a minimal decomposition for a binary form
```

Input: A binary form $f(x, y)=\sum_{i=0}^{D}\binom{D}{i} a_{i} x^{i} y^{D-i}$ of degree $D$
Output: A decomposition of $f$ as $f(x, y)=\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}$

1. Get $v$ and $w$

- Taking the vector $a=\left(a_{0}, \ldots, a_{D}\right)$, we consider the vector $v$ as the first vector in the kernel of the family $\left\{H_{a}^{k}\right\}_{0 \leq k \leq D}$. This means that $v \in \operatorname{Ker}\left(H_{a}^{N_{1}+1}\right)$, and $(\forall i<|v|-1) \operatorname{Ker}\left(H_{a}^{i}\right)=\{0\}$.
- The vector $w$ is a vector in the kernel of $H_{a}^{N_{2}+1}$ which is "linearly independent" to $v$.

In Section 2.4 we define $v$ and $w$. The Algorithm 2 compute these values.
2. IF $P_{v}(x, y)$ is square-free
$Q \longleftarrow P_{v}$
ELSE

## Get a square-free binary form $Q$

We look for a vector $\mu$ of length $\left(N_{2}-N_{1}+1\right)$, such that $\left(P_{\mu} \cdot P_{v}+P_{w}\right)$ is square-free.

$$
Q \longleftarrow P_{\mu} \cdot P_{v}+P_{w}
$$

See Chapter 5 for more details.

## 3. Factorize $Q$

Write $Q$ as a product $\prod_{j=1}^{r}\left(\beta_{j} x-\alpha_{j} y\right)$

## 4. Get the Lambdas

Get the coefficients $\lambda_{i}, 1 \leq i \leq r$, by solving the linear system from Equation (3.1)

$$
\left(\begin{array}{cccc}
\beta_{1}^{D} & \beta_{2}^{D} & \cdots & \beta_{r}^{D}  \tag{3.1}\\
\beta_{1}^{D-1} \alpha_{1} & \beta_{2}^{D-1} \alpha_{2} & \cdots & \beta_{r}^{D-1} \alpha_{r} \\
\beta_{1}^{D-2} \alpha_{1}^{2} & \beta_{2}^{D-2} \alpha_{2}^{2} & \cdots & \beta_{r}^{D-2} \alpha_{r}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{D} & \alpha_{2}^{D} & \cdots & \alpha_{r}^{D}
\end{array}\right)\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\vdots \\
\lambda_{r}
\end{array}\right)=\left(\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{D}
\end{array}\right)
$$

In Chapter 6 we explain how to do this.

## 5. Return

$$
f(x, y)=\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}
$$

Theorem 3.1.3 (Correctness of the Algorithm). The Algorithm 1 computes the minimal decomposition.

Proof. Straightforward from Sylvester's Theorem and Theorem 3.1.2. The correctness of the Step 4 is proved in Chapter 6.

## 4. GETTING $v$ AND $w$ VIA LINEAR RECURRENCE SEQUENCES

In this section we prove that, generically, after performing a random linear change of coordinates, $v$ is related to a minimal generating sequence of the linear recurrence sequence $\left(a_{0}, \ldots, a_{D}\right)$. Moreover, $w$ is related to the minimal generating sequence of $\left(a_{0}, \ldots, a_{2 N_{1}-1}\right)$. By Proposition 2.5.4, we can find those generating sequences and compute $v$ and $w$ in $O(\mathrm{M}(n) \cdot \log (n))$ ops.

### 4.1 Algorithm

```
Algorithm 2 Getting \(v\) and \(w\) via Linear Recurrence Sequences
Input: A family of Hankel matrices \(\left\{H_{a}^{k}\right\}_{0 \leq k \leq D}\) with Generic Rank Profile.
Output: Vectors \(v\) and \(w\) as Theorem 3.1.2
    - \(p \leftarrow 2 *\left\lceil\frac{D-1}{2}\right\rceil\)
    - \(\left(u_{0}, \ldots, u_{N_{1}}\right) \leftarrow\) Minimal generating sequence of \(\left(a_{0}, \ldots, a_{p}\right)\)
    - IF \(\left(u_{0}, \ldots, u_{N_{1}}\right)\) is the generating sequence of \(\left(a_{0}, \ldots, a_{D}\right)\)
            \(-v \leftarrow\left(u_{0}, \ldots, u_{N_{1}},-1\right)\)
            \(-\left(w_{0}, \ldots, w_{N_{1}-1}\right) \leftarrow\) Minimal generating sequence of \(\left(a_{0}, \ldots, a_{2 N_{1}-1}\right)\)
            \(-w \leftarrow(w_{0} \ldots w_{N_{1}-1},-1, \underbrace{0, \ldots, 0}_{N_{2}-N_{1}+1})\)
```


## ELSE

$-w \leftarrow\left(u_{0}, \ldots, u_{N_{1}},-1,0\right)$
$-\left(v_{0}, \ldots, v_{N_{1}}\right) \leftarrow$ Minimal generating sequence of $\left(a_{0}, \ldots, a_{D}, c\right)$, for some $c$.
$-v \leftarrow\left(v_{0}, \ldots, v_{N_{1}},-1\right)$

- Return $v$ and $w$

In the sequel we prove the correctness and the complexity of the Algorithm 2,

### 4.2 Computing $v$ as a minimal generating sequence

When the last position of $v$ is $(-1)$, this vector can be computed as the minimal generating sequence of $\left(a_{0}, \ldots, a_{D}\right)$. In this section we prove that statement.

Lemma 4.2.1. The vector $\left(u_{0}, \ldots, u_{r}\right)$ is a generating sequence of $\left(a_{0}, \ldots, a_{D}\right)$ if and only if $\left(v_{0}, \ldots, v_{r},-1\right) \in \operatorname{Ker}\left(H^{r+1}\right)$

Proof. Observe the following implications,

$$
\left(\begin{array}{cccc}
a_{0} & \cdots & a_{r-1} & a_{r}  \tag{4.1}\\
a_{1} & \cdots & a_{r} & a_{r+1} \\
\vdots & \ddots & \vdots & \vdots \\
a_{D-r-1} & \cdots & a_{D-2} & a_{D-1} \\
a_{D-r} & \cdots & a_{D-1} & a_{D}
\end{array}\right)\left(\begin{array}{c}
u_{0} \\
u_{1} \\
\vdots \\
u_{r-1} \\
-1
\end{array}\right)=0 \Longleftrightarrow\left(\begin{array}{ccc}
a_{0} & \cdots & a_{r-1} \\
a_{1} & \cdots & a_{r} \\
\vdots & \ddots & \vdots \\
a_{D-r} & \cdots & a_{D-1}
\end{array}\right)\left(\begin{array}{c}
u_{0} \\
u_{1} \\
\vdots \\
u_{r-1}
\end{array}\right)=\left(\begin{array}{c}
a_{r} \\
a_{r+1} \\
\vdots \\
a_{D}
\end{array}\right)
$$

By Remark 2.5.3, the left-side of the implication indicates that for each generating sequence $\left(u_{0}, \ldots, u_{r}\right)$, the vector $\left(u_{0}, \ldots, u_{r},-1\right)$ belongs to kernel of $H^{r}$. From the right-side of the implication follows that, if $u \in \operatorname{Ker}\left(H^{r+1}\right)$ and $\left(u_{r+1}=-1\right)$, the vector $\left(u_{0}, \ldots, u_{r}\right)$ is a generating sequence of $\left(a_{0}, \ldots, a_{D}\right)$.

Corollary 4.2.2. The vector $\left(v_{0}, \ldots, v_{N_{1}}\right)$ is a minimal generating sequence of $\left(a_{0}, \ldots, a_{D}\right)$ if and only if $\left(v_{0}, \ldots, v_{N_{1}},-1\right) \in \operatorname{Ker}\left(H^{N_{1}+1}\right)$. If $N_{1} \neq N_{2}$, then it is the unique minimal generating sequence.

Proof. If $N_{1} \neq N_{2}$, then the dimension of the kernel of $\operatorname{Ker}\left(H^{N_{1}+1}\right)$ is one. So, all the elements in $\operatorname{Ker}\left(H^{N_{1}+1}\right)$ are multiples and just one has $(-1)$ at its last position.

Remark 4.2.3. Let $v \in \operatorname{Ker}\left(H^{N_{1}+1}\right)$, if the element at the last position of $v$ different from zero, it is always possible to get a $\hat{v} \in \operatorname{Ker}\left(H^{N_{1}+1}\right)$ such that its last position is ( -1 ).

We use the Proposition 2.5.4 to prove that, if $v_{N_{1}+1}=-1$, we can compute $v$ in $O(\mathrm{M}(D)$. $\log (D))$ ops. For doing that, we need to consider the special case when $N_{1}=N_{2}$. When $N_{1}<N_{2}$, the length of the minimal generating sequence of $\left(a_{0}, \ldots, a_{D}\right)$ is bounded by $\left\lfloor\frac{D+1}{2}\right\rfloor$, so the hypothesis of that proposition holds. When $N_{1}=N_{2}$, that is not true.

Lemma 4.2.4. If $N_{1}=N_{2}$, then for any $c \in \mathbb{F}$ the sequence $\left(a_{0}, \ldots, a_{D}, c\right)$ has a unique minimal generating sequence of length $N_{1}+1$.

Proof. First note that $H^{N_{1}}$ is invertible. As $\left(D=N_{1}+N_{2}\right)$ and $\left(N_{1}=N_{2}\right)$, $H^{N_{1}} \in \mathbb{F}^{\left(D-N_{1}+1\right) \times\left(N_{1}+1\right)}$ is a square matrix. By Proposition 2.4.2, the matrix $H^{N_{1}}$ has trivial kernel. Hence, it is invertible. This implies that the following system has a unique solution,

$$
H^{N_{1}} \cdot\left(\begin{array}{c}
x_{0}  \tag{4.2}\\
\vdots \\
x_{N_{1}}
\end{array}\right)=\left(\begin{array}{c}
a_{N_{1}+1} \\
\vdots \\
a_{D} \\
c
\end{array}\right) \Longleftrightarrow\left(\begin{array}{cccc}
a_{0} & \cdots & a_{N_{1}} & a_{N_{1}+1} \\
a_{1} & \cdots & a_{N_{1}+1} & a_{N_{1}+2} \\
\vdots & \ddots & \vdots & \vdots \\
a_{D-N_{1}-1} & \cdots & a_{D-1} & a_{D} \\
a_{D-N_{1}} & \cdots & a_{D} & c
\end{array}\right) \cdot\left(\begin{array}{c}
x_{0} \\
\vdots \\
x_{N_{1}} \\
-1
\end{array}\right)=0
$$

By Lemma 4.2.1, for every $c$ the solution of the system in Equation 4.2 is the unique generating sequence of $\left(a_{0}, \ldots, a_{D}, c\right)$ with length $\left(N_{1}+1\right)$. It is the minimal generating sequence because if there is another generating sequence $\left(u_{0}, \ldots, u_{k}\right)$, with $k<N_{1}$, then the sequences $\left(0, \ldots, 0, u_{0}, \ldots, u_{k}\right),\left(0, \ldots, 0,-u_{0}, u_{0}-u_{1}, \ldots, u_{k}-1\right) \in \mathbb{F}^{N_{1}+1}$ are generating sequences too, and hence they are different solutions for the system in Equation (4.2), which it is not possible because the solution is unique.

Theorem 4.2.5 (Complexity of getting $v$ ). If $v \in \operatorname{Ker}\left(H^{N_{1}+1}\right)$ and $v_{N_{1}+1}=-1$, then $v$ can be computed in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Proof. The Proposition 2.5.4 proves that we can compute the minimal generating sequence of a sequence in $O(\mathrm{M}(D) \cdot \log (D))$ ops when the length of the minimal generating sequence is less or equal than half of the length of the original sequence. We show how this hypothesis holds in these cases.

Consider the case when $N_{1} \neq N_{2}$. Recalling Proposition 2.4.2, $D=N_{1}+N_{2}$. As we assumed that $N_{1}<N_{2}$, then $2 \cdot N_{1}<D$, or equivalently, $2 \cdot N_{1}+1 \leq D$. Hence,
$2 \cdot\left(N_{1}+1\right) \leq D+1$, where, by Corollary 4.2.2, $\left(2 \cdot\left(N_{1}+1\right)\right)$ is two times the length of the minimal recurrence sequence of $\left(a_{0}, \ldots, a_{D}\right)$. Therefore, $\left(v_{0}, \ldots, v_{N_{1}}\right)$ can be computed in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

When $N_{1}=N_{2}$, we can not deduce that $2\left(N_{1}+1\right) \leq D+1$. In this case we consider some $c$ and compute the minimal generating sequence of $\left(a_{0}, \ldots, a_{D}, c\right)$. By Lemma 4.2.4, its length is $\left(N_{1}+1\right)$. Hence, we have a sequence of length $(D+2)$ and its minimal generating sequence of length $N_{1}+1=\frac{D}{2}+1$. So, $2\left(N_{1}+1\right) \leq D+2$, and by Proposition 2.5 .4 the sequence $\left(v_{0}, \ldots, v_{N_{1}}\right)$ can be computed in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Given a minimal generating sequence $\left(v_{0}, \ldots, v_{N_{1}}\right)$ of $\left(a_{0}, \ldots, a_{D}\right)$, it is associated to the vector $\left(v_{0}, \ldots, v_{N_{1}},-1\right) \in \operatorname{Ker}\left(H^{N_{1}+1}\right)$. From this follows that, when $v_{N_{1}+1}=-1, v$ can be computed in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

### 4.3 Generic Rank Profile on Binary Forms

As we prove in the Section 2.6, given a decomposition for a binary form, it is easy to compute the decomposition of any other binary form obtained by applying a linear change of coordinates to the original polynomial. Up to now we have an effective method to compute $v$ when $v_{N_{1}+1} \neq 0$. But this is not always true. In this section we show that after performing a random linear change of coordinates this holds generically. We refer to the work by Manthey et al. [18, Section 2] where it is proved that all the square principal submatrices of each matrix in the family $\left\{H^{k}\right\}_{k}$, coming from the random linear change of coordinates, are invertible if their dimensions are lower or equal to its rank. This property is known as Generic Rank Profile. Using this, in Section 4.4, we relate $w$ to another linear recurrence sequence.

Definition 4.3.1. A matrix is said to have Generic Rank Profile if all its square principal submatrices, of dimensions lower or equal to its rank, are non-singular.

In the following we show that the Hankel matrices $H^{k}{ }_{k}$ coming from a random linear change of coordinates have generic rank profile. For doing that, first we prove that for each of those matrices of rank $i$, its $i$-th principal minor is not zero. Second, we note that all of them share the same principal submatrices. Finally, we prove that if $i$ is the rank of some of those matrices, then for all $j<i$ there is another of those matrices of rank $j$. Hence, as they all share the same square principal submatrices, they have Generic Rank Profile.

Proposition 4.3.2 ([18, Theorem 2.8]). Let $F$ be a binary form of degree $D$ and $\left\{H_{F}^{k}\right\}_{1 \leq k \leq D}$ its family of Hankel matrices, as in Definition 2.3.2. Let $T_{t}$ be $\left(\begin{array}{c}1 \\ 0 \\ 1\end{array}\right)$. Similarly, $\operatorname{let}\left\{H_{L(F)}^{k}\right\}_{1 \leq k \leq D}$ be the family of Hankel matrices associated to the change of coordinates $L_{T_{t}}(F)$. So, for each $k$, the determinant of the $\left(\operatorname{rk}\left(H_{L(F)}^{k}\right) \times \operatorname{rk}\left(H_{L(F)}^{k}\right)\right)$ principal minor of $H_{L(F)}^{k}$ is a non-zero univariate polynomial (with the variable) of degree at most $\mathrm{rk}\left(H_{L(F)}^{k}\right) \cdot\left(D-2 \cdot \operatorname{rk}\left(H_{L(F)}^{k}\right)\right) \cdot{ }^{1}$

The proof of this theorem can be found in Manthey et al. [18, Theorem 2.8]. ${ }^{2}$
Remark 4.3.3. All the Hankel matrices $H^{i}$ which contain a submatrix of dimension $(j \times j)$, share the same $(j \times j)$ principal submatrix.

Lemma 4.3.4. Given a family of Hankel matrices $\left\{H^{i}\right\}_{i}$, for all $0<i \leq N_{1}+1$, the rank of the matrix $H^{i-1}$ is $i$.

Proof. By definition of $N_{1}$, for all $1 \leq i \leq\left(N_{1}+1\right)$, the $\operatorname{dim}\left(\operatorname{Ker}\left(H^{i-1}\right)\right)=0$. This implies that all the matrices $H^{i-1} \in \mathbb{F}^{(D-i) \times i}$ have full rank. In those cases, $i \leq D-i$ and the rank of $H^{i-1}$ is $i$.

[^1]

Figure 4.1: Principal submatrices of the Hankel family induced by $\left(a_{0}, \ldots, a_{4}\right)$

The previous implies that, generically, after performing a random change of coordinates, all the new matrices $\left\{H^{i}\right\}_{i}$ have generic rank profile.

Proposition 4.3.5. Let $F$ be a binary form of degree $D$ and $t \in \Lambda$ where $\Lambda \subseteq \mathbb{F}$ and $\Lambda$ is a finite set. Let $\left\{H_{L_{T_{t}}(F)}^{k}\right\}_{1 \leq k \leq D}$ be the family of Hankel matrices associated to $L_{T_{t}}(F)$. Hence, the probability of taking a $t$ such that for all $0<i \leq N_{1}+1$ the $(i \times i)$ principal submatrices of $H_{L_{T_{t}}(F)}^{k}$ are invertible is bounded by

$$
\operatorname{Prob}\left((\forall k \leq D) H_{L_{T_{t}}(F)}^{k} \text { has Generic Rank Profile } \mid t \in \Lambda\right) \geq 1-\sum_{i=1}^{N_{1}+1} \frac{i \cdot(D-2 \cdot i)}{\# \Lambda}
$$

Proof. Recalling Remark 4.3.3, all the matrices in a family share the same principal submatrices. We identify each principal submatrix with a matrix in the family. Recalling Remark 2.4.4, the maximum possible rank in the family is $N_{1}+1$, therefore we take the matrices $\left\{H_{L_{T_{t}}(F)}^{i-1}\right\}_{1 \leq i \leq\left(N_{1}+1\right)}$. By Lemma 4.3.4, in those family, the $i$-th Hankel matrix have rank $i$. By Proposition 4.3.2, for each $1 \leq i \leq\left(N_{1}+1\right)$, the determinant of the $(i \times i)$ principal submatrix of $H_{L_{T_{t}}(F)}^{i-1}$ is a non-zero univariate polynomial of degree at most $i \cdot(D-2 i)$, because the rank of that matrix is $i$.

For each $1 \leq i \leq\left(N_{1}+1\right)$, by Schwartz-Zippel lemma [22, 24], the probability that, taking randomly and uniformly a $t \in \Lambda$, the determinant of the $(i \times i)$ principal submatrix of $i$-th matrix vanishes is bounded by,

$$
\operatorname{Prob}\left((i \times i) \text { principal submatrix of } H_{L_{T_{t}}(F)}^{i-1} \text { is singular } \mid t \in \Lambda\right) \leq \frac{i \cdot(D-2 i)}{\# \Lambda}
$$

As the probability of the union is smaller, or equal, than the sum of the probabilities, we have
$\operatorname{Prob}\left(\left(\exists i \leq\left(N_{1}+1\right)\right)(i \times i)\right.$ principal submatrix is singular $\left.\mid t \in \Lambda\right) \leq \sum_{i=1}^{N_{1}+1} \frac{i \cdot(D-2 \cdot i)}{\# \Lambda}$

Observe that the last equation is equivalent to our bound.

This proposition allows us to perform a random linear change of coordinates and bound the probability of having a family of Hankel matrices with generic rank profile. If after performing the change that property holds, then there is a $v$ whose last position is $(-1)$.

Theorem 4.3.6. Given a family of Hankel matrices with generic rank profile, if $N_{1} \neq N_{2}$, then there is a vector $v \in \operatorname{Ker}\left(H^{N_{1}+1}\right)$ such that $v_{N_{1}+1}=-1$. Such vector is unique.

Proof. By Lemma 4.3.4, the matrix $H^{N_{1}}$ has rank $N_{1}+1$. As we assume that it has generic rank profile, its $\left(\left(N_{1}+1\right) \times\left(N_{1}+1\right)\right)$ principal submatrix, from now on called $J$, is invertible. Recalling Remark 4.3.3, $H^{N_{1}+1} \in \mathbb{F}^{\left(D-N_{1}\right) \times\left(N_{1}+2\right)}$ and $J$ is the principal submatrix of $H^{N_{1}+1}$, because $N_{1}<N_{2}$ and $\left(D-N_{1}\right) \geq\left(N_{1}+1\right)$.

The kernel of the matrix $H^{N_{1}+1}$, by definition, is not trivial. As the first $N_{1}+1$ columns of $H^{N_{1}+1}$ are linearly independent, because the columns of $J$ are subvectors of those columns, the last position of any non-trivial vector in the kernel of $H^{N_{1}+1}$ is not zero. Therefore, there is a vector $v \in \operatorname{Ker}\left(H^{N_{1}+1}\right)$ such that $v_{N_{1}+1}=-1$.

As $N_{1} \neq N_{2}$, the dimension of $\operatorname{Ker}\left(H^{N_{1}+1}\right)$ is one, so there is just one $v$ like that.


Figure 4.2: Relation between $H^{N_{1}}$ and $H^{N_{1}+1}$

### 4.4 Computing $w$ assuming Generic Rank Profile

To compute $w$ we can assume that the family of Hankel matrices have generic rank profile. We show that $w$ can be obtained computing the minimal generating sequence of ( $a_{0}, \ldots, a_{2 N_{1}-1}$ ).

Lemma 4.4.1. Given a family of Hankel matrices with generic rank profile, there is a vector $w \in \operatorname{Ker}\left(H^{N_{2}+1}\right)$, linearly independent to the $U$-chain of $v$ of length $N_{2}-N_{1}+1$, such that,

$$
\begin{equation*}
w=(w_{0} \ldots w_{N_{1}-1},-1, \overbrace{0 \ldots 0}^{N_{2}-N_{1}+1}) \tag{4.3}
\end{equation*}
$$

Where $\left(w_{0}, \ldots, w_{N_{1}-1}\right)$ is the minimal generating sequence of ( $a_{0}, \ldots, a_{2 N_{1}-1}$ ).

Proof. First of all, note that if such vector exists, then it has to be linearly independent to the U-chain of $v$ of length $N_{2}-N_{1}+1$ because $w_{N_{1}+1}=0$ and, as the family has generic rank profile, by Theorem 4.3.6. $v_{N_{1}+1} \neq 0$.

The matrix $H^{N_{2}+1}$ has dimensions $\left(D-N_{2}\right) \times\left(N_{2}+2\right)$. As $N_{1}=D-N_{2}<N_{2}+2$ and we assumed having generic rank profile, the $N_{1} \times N_{1}$ principal submatrix of $H^{N_{2}+1}$, from now on called $M$, is invertible. So, the following system has a unique solution,

$$
\underbrace{\left(\begin{array}{ccc}
a_{0} & \cdots & a_{N_{1}-1}  \tag{4.4}\\
\vdots & \ddots & \vdots \\
a_{N_{1}-1} & \cdots & a_{2 N_{1}-2}
\end{array}\right)}_{M} \cdot\left(\begin{array}{c}
w_{0} \\
\vdots \\
w_{N_{1}-1}
\end{array}\right)=\left(\begin{array}{c}
a_{N_{1}} \\
\vdots \\
a_{2 N_{1}-1}
\end{array}\right)
$$

Reasoning as in the proof of Corollary 4.2.2, the vector $w$ belongs to $\operatorname{Ker}\left(H^{N_{2}+1}\right)$, where $w$ is defined as,

$$
\begin{equation*}
w=(w_{0} \ldots w_{N_{1}-1},-1, \overbrace{0 \ldots 0}^{N_{2}-N_{1}+1}) \tag{4.5}
\end{equation*}
$$

The sequence $\left(w_{0} \ldots w_{N_{1}-1}\right)$ is the minimal generating sequence of $\left(a_{0}, \ldots, a_{2 N_{1}-1}\right)$. Suppose that there is another generating sequence, $\left(u_{0}, \ldots, u_{n}\right)$, with $n<N_{1}$. Hence, as in Corollary 4.2.2, the vector $\left(u_{0}, \ldots, u_{n},-1,0, \ldots, 0\right) \in \mathbb{F}^{N_{2}+2}$ belongs to $\operatorname{Ker}\left(H^{N_{2}+1}\right)$. Therefore, the first $(n+1)$ columns of $H^{N_{2}+1}$ are not linearly independent. The first $N_{1}$ columns of $H^{N_{2}+1}$ are linearly independent, because they are the columns of the invertible matrix $M$. Therefore, $n=\left(N_{1}-1\right)$ and $u_{i}=w_{i}$ because the solution of the Equation (4.4) is unique.


Figure 4.3: Relation between $w, M$ and $H^{N_{2}+1}$

Figure 4.3 illustrates the proof.

Corollary 4.4.2. Given a family of Hankel matrices with generic rank profile where $N_{1}$ is known, the vector $w$ from Lemma 4.4.1 can be computed in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Proof. The arithmetic complexity of computing such $w$ comes from getting the minimal generating sequence of $\left(a_{0}, \ldots, a_{2 N_{1}-1}\right)$. As is proved in the previous lemma, the length of such generating sequence is $N_{1}$, which is equal to half of the length of the original sequence. By Proposition 2.5.4, such minimal generating sequence can be computed in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

### 4.5 Complexity of computing $v$ and $w$

In this section we prove the complexity and the correctness of the Algorithm 2, Depending if $N_{1}=N_{2}$ holds or not, we have different approaches to compute $v$ and $w$ but, up to now, we can not decide in which case we are. The following lemma gives a solution for this issue. Note that as $\left(N_{1}+N_{2}\right)=D$, an odd $D$ implies $N_{1} \neq N_{2}$.

Lemma 4.5.1. Let $f=\sum_{i}\binom{D}{i} a_{i} x^{i} y^{D-i}$ be a binary form of even degree $D$ such that the family $\left\{H_{a}^{k}\right\}_{k}$, defined by the sequence $a=\left(a_{0}, \ldots, a_{D}\right)$, have generic rank profile. The minimal generating sequence of $b=\left(a_{0}, \ldots, a_{D-1}\right)$ is a generating sequence of $a$, if and only if, $N_{1}^{a}<N_{2}^{a}$. Where $N_{1}^{a}$ and $N_{2}^{a}$ are defined by Proposition 2.4.2.

Proof. Let $\left(v_{0}, \ldots, v_{n}\right)$ a minimal generating sequence of $b$.

First note that if $\left\{H_{a}^{k}\right\}_{k}$ has generic rank profile, then $\left\{H_{b}^{k}\right\}_{k}$ has generic rank profile too because they share the same submatrices. As $D$ is even, by Proposition 2.4.2, $D-1=N_{1}^{b}+N_{2}^{b}$, which implies that $N_{1}^{b}<N_{2}^{b}$.

By Theorem 4.3.6 there is a unique vector $v=\left(v_{0}, \ldots, v_{N_{1}^{b}},-1\right)$ in the kernel of $H_{b}^{N_{1}^{b}+1}$, so by the Corollary $4.2 .2,\left(v_{0}, \ldots, v_{N_{1}^{b}}\right)$ is the unique minimal generating sequence of $b$. If $\left(v_{0}, \ldots, v_{N_{1}^{b}}\right)$ is generating sequence of $a$, by Lemma 4.2.1, the vector $\left(v_{0}, \ldots, v_{N_{1}^{b}},-1\right)$ belongs to the kernel of $H_{a}^{N_{1}^{b}+1}$ and hence, by definition of $N_{1}^{a}, N_{1}^{a} \leq N_{1}^{b}$. If $N_{1}^{a}=N_{2}^{a}$, then

$$
D=N_{1}^{a}+N_{2}^{a}=2 \cdot N_{1}^{a} \leq 2 \cdot N_{1}^{b}<N_{1}^{b}+N_{2}^{b}=D-1
$$

Therefore, if the minimal generating sequence of $b$ is a generating sequence of $a, N_{1}^{a}<N_{2}^{a}$.
As $H_{b}^{i}$ is a submatrix of $H_{a}^{i}$, if $u \in \operatorname{Ker}\left(H_{a}^{i}\right)$, then $u \in \operatorname{Ker}\left(H_{b}^{i}\right)$. So, $N_{1}^{a} \geq N_{1}^{b}$. Note that if $u \in \operatorname{Ker}\left(H_{b}^{i}\right)$, then $(u, 0) \in \operatorname{Ker}\left(H_{a}^{i+1}\right)$. So, $\left(N_{1}^{b}+1\right) \geq N_{1}^{a}$. Hence, $\left(N_{1}^{b}+1\right) \geq N_{1}^{a} \geq N_{1}^{b}$.

If $N_{1}^{a}<N_{2}^{a}$, by Proposition 2.4.2, the dimension of the kernel of $H_{a}^{N_{1}^{a}+1}$ and $H_{b}^{N_{1}^{b}+1}$ is one.

If $\left(N_{1}^{b}+1\right)=N_{1}^{a}$, and $u \in \operatorname{Ker}\left(H_{b}^{N_{1}^{b}+1}\right)$, then $(u, 0) \in \operatorname{Ker}\left(H_{a}^{N_{1}^{a}+1}\right)$. As the dimension of $\operatorname{Ker}\left(H_{a}^{N_{1}^{a}+1}\right)$ is one and $N_{1}^{a}<N_{2}^{a}$, all the vectors in $\operatorname{Ker}\left(H_{a}^{N_{1}^{a}+1}\right)$ have a zero last position. But this is a contradiction to Theorem 4.3.6, as we assumed generic rank profile.

Hence, if $N_{1}^{a}<N_{2}^{a}$, then $N_{1}^{a}=N_{1}^{b}$. As one is a submatrix of the other, $\operatorname{Ker}\left(H_{b}^{N_{1}^{b}}\right)=$ $\operatorname{Ker}\left(H_{a}^{N_{1}^{a}}\right)$. By Theorem 4.3.6, as we assumed generic rank profile, there is a vector $\left(v_{0}, \ldots, v_{N_{1}^{b}},-1\right) \in \operatorname{Ker}\left(H_{a}^{N_{1}^{a}}\right)$. Therefore, if $N_{1}^{a}<N_{2}^{a}$, then the minimal generating sequence of $a$ and $b$ is $\left(v_{0}, \ldots, v_{N_{1}}\right)$.

Lemma 4.5.2. Let $f=\sum_{i}\binom{D}{i} a_{i} x^{i} y^{D-i}$ be a binary form of degree $D$ defined by the sequence $a=\left(a_{0}, \ldots, a_{D}\right)$ such that $\left\{H_{a}^{k}\right\}_{k}$ has generic rank profile. It is possible to decide if $N_{1}^{a}=N_{2}^{a}$ in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Proof. By Proposition 2.4.2, $D=N_{1}^{a}+N_{2}^{a}$. If the $D$ is odd, then $N_{1}^{a}<N_{2}^{a}$, so deciding takes $O(1)$ ops.

If $D$ is even, by Lemma 4.5.1, the minimal generating sequence of $b=\left(a_{0}, \ldots, a_{D-1}\right)$ is a generating sequence of $a$, if and only if, $N_{1}^{a}<N_{2}^{a}$.

In that case, the length of $b$ is even, so $N_{1}^{b}<N_{2}^{b}$. By Theorem 4.3.6, there exist a vector $\left(v_{0}, \ldots, v_{N_{1}^{b}},-1\right) \in \operatorname{Ker}\left(H^{N_{1}^{b}+1}\right)$, and by Corollary 4.2.2, $\left(v_{0}, \ldots, v_{N_{1}^{b}}\right)$ is a minimal generating sequence of $b$. By Proposition 2.5.4, as the length of that minimal generating sequence is $\left(N_{1}^{b}+1\right) \leq\left\lfloor\frac{D}{2}\right\rfloor$, it can be computed in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Theorem 4.5.3 (Correctness and Complexity). Given a binary form $f$ of degree $D$, if its family of Hankel matrices has generic rank profile, the Algorithm 2 computes $v$ and $w$ in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Proof. The correctness and the complexity follows from Lemma 4.5.2. Theorem 4.2.5 and from Corollary 4.4.2.

## 5. ALGEBRAIC DEGREE OF THE PROBLEM

In this section we show that, when the rank of the binary form is $N_{2}+1$, we can take a square-free kernel polynomial $Q$ of degree $N_{2}+1$ whose bigger irreducible divisor over $\mathbb{F}[x]$ has degree at most $N_{1}$. Moreover, we prove that for almost all the choices of $\left(N_{2}-N_{1}+1\right)$ elements in $\mathbb{F}$, we can take a square-free kernel polynomial whose roots include those elements.

Lemma 5.1. Let $f$ we a binary form whose rank is $N_{2}+1$. Given a set $\Lambda \subset \mathbb{F} \backslash\left\{\rho: P_{v}(\rho, 1)=0\right\}$ of size $\left(N_{2}-N_{1}+1\right)$, there is a unique polynomial $Q$ in the kernel of $H_{f}^{N_{2}+1}$ such that for all the $\alpha_{j} \in \Lambda, Q\left(\alpha_{j}, 1\right)=0$.

Proof. By Proposition 2.4.8, all the polynomials in the kernel of $H_{f}^{N_{2}+1}$ are written as $Q_{\mu}:=P_{\mu} \cdot P_{v}+P_{w}$, with $P_{\mu}$ of degree $\left(N_{2}-N_{1}\right)$. As the elements of the set are not roots of $P_{v}(x, 1)$ and we want $Q(x, 1)$ to be zero over those point, we can interpolate $P_{\mu}$ knowing that

$$
\begin{equation*}
P_{\mu}\left(\alpha_{j}, 1\right)=-\frac{P_{w}\left(\alpha_{j}, 1\right)}{P_{v}\left(\alpha_{j}, 1\right)} \tag{5.1}
\end{equation*}
$$

As the degree of $P_{\mu}$ is $\left(N_{2}-N_{1}\right)$, and the set $\Lambda$ has $\left(N_{2}-N_{1}+1\right)$ elements, there is just one polynomial that interpolate the points of the equation (5.1). Therefore, we know that the interpolated polynomial is the unique polynomial of degree equal or less to ( $N_{2}-N_{1}$ ) such that the vector of its coefficient belongs to the kernel of $H_{f}^{N_{2}+1}$. Given that polynomial, we homogenize it to get a binary form of degree $\left(N_{2}+1\right)$.

If we choose randomly and uniformly $\left(N_{2}-N_{1}+1\right)$ roots for $Q$, that polynomial, generically, is square-free.

Theorem 5.2. Let $f$ be a binary form whose rank is $N_{2}+1$ and let $\Gamma \subset \mathbb{F} \backslash\left\{\rho: P_{v}(\rho, 1)=0\right\}$ be a set of cardinal $G$. Taking randomly and uniformly $\left(N_{2}-N_{1}+1\right)$ elements from $\Gamma$, the probability that the unique polynomial $Q$ in the kernel of $H_{f}^{N_{2}+1}$, as in Lemma 5.1. has not square-roots is bounded by,

$$
\operatorname{Prob}(Q \text { is a square-free polynomial }) \geq 1-\frac{\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)}{G-N_{2}+N_{1}}
$$

For the proof we refer to Appendix A.
This means that, if the rank is $\left(N_{2}+1\right),\left(N_{2}-N_{1}+1\right)$ of those roots can be chosen. This implies that the biggest irreducible factor of $Q$ has, at most, degree $N_{1}$.

Theorem 5.3. The degree of the biggest irreducible factor of $Q$ has, at most, degree $N_{1}+1$ when the rank is $N_{1}+1$, or degree $N_{1}$ when the rank is $N_{2}+1$.

Proof. When the rank is $N_{1}+1$, the degree of any kernel polynomial is $N_{1}+1$, so the degree of the biggest irreducible factor could be as big as the rank. When the rank is $N_{2}+1$, as Theorem 5.2 assures, there are kernel polynomials $Q$ where $\left(N_{2}-N_{1}+1\right)$ of the roots of $Q(x, 1)$ belongs to certain subset of the $\mathbb{F}$. Hence, $\left(N_{2}-N_{1}+1\right)$ of the irreducible factors of those kernel polynomials are lineal factors, and therefore the biggest irreducible factor has, at most, degree $N_{1}$.

Remark 5.4. When the rank is $N_{2}+1$, if we choose randomly and uniformly the roots of the kernel polynomial, generically, the binary form $g(x, y)=y$ does not divide that kernel polynomial. The proof is similar to the one from Theorem 5.2.

## 6. COMPUTING THE $\lambda$ S VIA POLYNOMIAL DIVISION IN $\mathbb{F}[X]$

In this section we show how to compute the lambdas from Step 4 of Algorithm 1. We prove that we can express them as a rational function evaluated over the roots of the polynomial $Q$. Also, we show that the arithmetic complexity of computing the denominator and numerator of such rational function is $O(\mathrm{M}(D))$ ops.

Lemma 6.1. If $\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}$ is a minimal decomposition of $f=\sum_{i=0}^{D}\binom{D}{i} a_{j} x^{i} y^{D-i}$, then the vector $\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ is the unique solution of the system

$$
\left(\begin{array}{cccc}
\beta_{1}^{D} & \beta_{2}^{D} & \cdots & \beta_{r}^{D}  \tag{6.1}\\
\beta_{1}^{D-1} \alpha_{1} & \beta_{2}^{D-1} \alpha_{2} & \cdots & \beta_{r}^{D-1} \alpha_{r} \\
\beta_{1}^{D-2} \alpha_{1}^{2} & \beta_{2}^{D-2} \alpha_{2}^{2} & \cdots & \beta_{r}^{D-2} \alpha_{r}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{D} & \alpha_{2}^{D} & \cdots & \alpha_{r}^{D}
\end{array}\right)\left(\begin{array}{c}
\lambda_{0} \\
\lambda_{1} \\
\vdots \\
\lambda_{r}
\end{array}\right)=\left(\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{D}
\end{array}\right)
$$

Proof. By Sylvester's theorem, we know that the ( $\alpha_{j}, \beta_{j}$ ) are pairwise linearly independent. If we expand $\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}$, then we obtain,

$$
\sum_{j=1}^{r} \lambda_{j}\left(\alpha_{j} x+\beta_{j} y\right)^{D}=\sum_{j=1}^{r} \lambda_{j}\left(\sum_{i=0}^{D}\binom{D}{i} \alpha_{j}^{i} \beta_{j}^{D-i} x^{i} y^{D-i}\right)=\sum_{i=0}^{D}\binom{D}{i}\left(\sum_{j=1}^{r} \lambda_{j} \alpha_{j}^{i} \beta_{j}^{D-i}\right) x^{i} y^{D-i}
$$

Hence, if $f$ is equal to that polynomial

$$
f(x, y)=\sum_{i=0}^{D}\binom{D}{i} a_{j} x^{i} y^{D-i}=\sum_{i=0}^{D}\binom{D}{i}\left(\sum_{j=1}^{r} \lambda_{j} \alpha_{j}^{i} \beta_{j}^{D-i}\right) x^{i} y^{D-i}
$$

Therefore, $a_{i}=\sum_{j=1}^{r} \lambda_{j} \alpha_{j}^{i} \beta_{j}^{D-i}$, which is equivalent to Equation 6.1.
For the uniqueness of the lambdas, let us assume that $\beta_{j}$ is different to zero.

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\left(\frac{\alpha_{1}}{\beta_{1}}\right)^{1} & \left(\frac{\alpha_{2}}{\beta_{2}}\right)^{1} & \cdots & \left(\frac{\alpha_{r}}{\beta_{r}}\right)^{1} \\
\vdots & \vdots & \ddots & \vdots \\
\left(\frac{\alpha_{1}}{\beta_{1}}\right)^{D} & \left(\frac{\alpha_{2}}{\beta_{2}}\right)^{D} & \cdots & \left(\frac{\alpha_{r}}{\beta_{r}}\right)^{D}
\end{array}\right) \cdot\left(\begin{array}{cccc}
\beta_{1}^{D} & 0 & \cdots & 0 \\
0 & \beta_{2}^{D} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \beta_{r}^{D}
\end{array}\right)=\left(\begin{array}{cccc}
\beta_{1}^{D} & \beta_{2}^{D} & \cdots & \beta_{r}^{D} \\
\beta_{1}^{D-1} \alpha_{1} & \beta_{D}^{D-1} \alpha_{2} & \cdots & \beta_{r}^{D-1} \alpha_{r} \\
\beta_{1}^{D-2} \alpha_{1}^{2} & \beta_{2}^{D-2} \alpha_{2}^{2} & \cdots & \beta_{r}^{D-2} \alpha_{r}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{D} & \alpha_{2}^{D} & \cdots & \alpha_{r}^{D}
\end{array}\right)
$$

As the $\left(\alpha_{j}, \beta_{j}\right)$ are pairwise linearly independent, the coefficients $\left(\frac{\alpha_{j}}{\beta_{j}}\right)$ are all different. Note that the first matrix is a Vandermonde matrix whose coefficients are all different, so it is full rank. The diagonal matrix is invertible because in its diagonal there are not zeros. Hence, the matrix from Equation (6.1) has full rank. Sylvester's Theorem assures that there is a solution to that system and therefore, the solution is unique.

If $\beta_{i}$ is zero, then for $j \neq i, \beta_{j} \neq 0$ because the $\left(\alpha_{j}, \beta_{j}\right)$ are pairwise linearly independent. In that case, adapting the above argument is straightforward.

Remark 6.2. As a corollary from the Theorem 4.3.6, after a random linear change of coordinates, generically the last position of the vector $v$ is not zero, so the polynomial $P_{v}$ is not divisible by $y$. In Remark 5.4 we observed that when the rank is $N_{2}+1$, generically the chosen square-free kernel polynomial $Q$ is not divisible by $y$ neither. This means that we expect all the $\beta_{i}$ to be different from zero. In the following, we assume that. Anyway, our approach is easily extensible to the case when some $\beta_{i}$ is zero.

For this reason, all the following propositions assume that all the $\beta_{i}$ are one.
Lemma 6.3. If all the $\beta_{j}$ are not zero, then they can be taken as 1.

Proof. As all the $\beta_{j}$ are not zero, $Q(x, 0) \neq 0$. In that case, $Q$ can be rewritten as,

$$
Q(x, y):=\prod_{j=1}^{r}\left(\beta_{j} x-\alpha_{j} y\right)=c \cdot \prod_{j=1}^{r}\left(x-\frac{\alpha_{j}}{\beta_{j}} y\right)
$$

If we take we take $\frac{Q}{c}$, then we can just consider the coefficients $\hat{\beta}_{i}=1$ and $\hat{\alpha}_{i}=\frac{\alpha_{j}}{\beta_{j}}$.

Corollary 6.4. The lambdas can be taken as the unique solution of

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{6.2}\\
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{r} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{r} & \alpha_{2}^{r} & \cdots & \alpha_{r}^{r}
\end{array}\right) X=\left(\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{r}
\end{array}\right)
$$

Proof. Note that the matrix of Equation 6.2 is the principal $((r+1) \times(r+1))$ of the matrix of Lemma 6.1, which is invertible.

To be able to write clearly the inversion formula for the transpose of the Vandermonde matrix we must introduce some notation.
Definition 6.5. Given a polynomial $P(x):=\sum_{i=0}^{n} a_{i} x^{i}$, the reverse polynomial of $P$ is,

$$
\operatorname{rev}(P)(x):=\sum_{i=0}^{n} a_{r-i} x^{i}
$$

Definition 6.6. Given a polynomial $P(x):=\sum_{i=0}^{n} a_{i} x^{i}$ and $0<k \leq n$, let Quo and Rem be,

$$
Q u o(P, k)(x):=\sum_{i=k}^{n} a_{i} x^{i-k} \quad \operatorname{Rem}(P, k)(x):=\sum_{i=0}^{k-1} a_{i} x^{i}
$$

Proposition 6.7. Let $Q$ be a square-free binary form of degree r, obtained after the Step 4 of Algorithm 1 for a given form $f$. Let the $Q^{\prime}$ be the derivative of $Q(x, 1)$ and the polynomial $T(x)$,

$$
\begin{equation*}
T(x):=Q u o((Q(x, 1) \cdot \operatorname{rev}(\operatorname{Rem}(f(x, 1), r))), r) \tag{6.3}
\end{equation*}
$$

Hence, each $\lambda_{j}$ from Equation (6.1) can be written as

$$
\lambda_{j}=\frac{T}{Q^{\prime}}\left(\alpha_{j}\right)
$$

For a proof of Proposition 6.7 we refer to Kaltofen and Yagati [17, Section 5]. Consider that the previous proposition solves the linear system of the Equation 6.2 , which involves a transpose of a Vandermonde matrix.

Corollary 6.8. Given a $Q$ related with the kernel polynomial of a minimal decomposition of binary form $f$ of degree $D, f$ can be written as

$$
f(x, y)=\sum_{\{\alpha \in \overline{\mathbb{F}} \mid Q(\alpha, 1)=0\}} \frac{T}{Q^{\prime}}(\alpha) \cdot(\alpha x+y)^{D}
$$

Lemma 6.9. Given a kernel polynomial $Q$ of degree $r$, obtained after the Step 4 for a binary form $f$ of degree $D$, the polynomials $T$ and $Q^{\prime}$ from Proposition 6.7 can be computed in $O(\mathrm{M}(\mathrm{D}))$ ops.

Proof. The functions rev, Quo, Rem and the derivative have a linear arithmetic complexity with respect to the degree of the polynomial. In this case, such degree is bounded by $2 D$, because the degree of $Q$ is at most $D$. The only operation involved there whose complexity is not linear, is in the multiplication $(Q(x, 1) \cdot \operatorname{rev}(\operatorname{Rem}(f(x, 1), r)))$. As the degree of both polynomials is bounded by $D$, the multiplication can be computed in $O(\mathrm{M}(D))$ ops.

## 7. ARITHMETIC COMPLEXITY AND FORM OF THE SOLUTIONS

In the previous sections we prove that the Algorithm 1 is correct and we analyze the arithmetic complexity of each step. In this section we summarize all the assumptions that we make above to conclude that the arithmetic complexity of getting an algebraic solution is bounded by $O(\mathrm{M}(D) \cdot \log (D))$ ops, where $D$ is the degree of the original polynomial. Moreover, we show the special form that has the minimal decomposition obtained. It can be expressed as an addition of a rational polynomial $\mathbb{F}[x, y](z)$ evaluated over all the roots of a univariate polynomial $Q \in \mathbb{F}[x]$ with a bounded algebraic degree.

```
Algorithm 3 Computing the algebraic formulation of the minimal decomposition
Input: A binary form \(f \in \mathbb{F}[x, y]\) of degree \(D\).
Output: A minimal decomposition for \(f(x, y)\)
```

1. Apply a random linear change of coordinates to $f$
$G \longleftarrow L_{C}(f)$
Where $C$ is a nonsingular random matrix in $\mathbb{F}^{2 \times 2}$
And $G$ the binary form obtained after the change of coordinates of $f$ with $C$
2. Apply Algorithm 1 to $G$

Where the output from the Algorithm 1 is,

$$
\sum_{\{\alpha \in \overline{\mathbb{F}} \mid Q(\alpha, 1)=0\}} \frac{T}{\bar{Q}^{\prime}}(\alpha) \cdot\left((\alpha, 1) \cdot\binom{x}{y}\right)^{D}
$$

With $T, Q^{\prime}, Q(x, 1) \in \mathbb{F}[x]$.
3. Return the decomposition for $f$

$$
\sum_{\{\alpha \in \overline{\mathbb{F}} \mid Q(\alpha, 1)=0\}} \frac{T}{Q^{\prime}}(\alpha) \cdot\left((\alpha, 1) \cdot C^{-1} \cdot\binom{x}{y}\right)^{D}
$$

Theorem 7.1. The algorithm 3 computes an algebraic formulation of a minimal decomposition for a binary form $f$ of degree $D$ in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Proof. For the arithmetic complexity, it is important to emphasize the application of a random linear change of coordinates to the original binary form. The complexity of computing such change of coordinates (Step 1) is $O(\mathrm{M}(D) \cdot \log (D))$ ops, by Proposition 2.6.2.

In Step 2, we should analyze each step of Algorithm 1. First of all, as we explain in Chapter 4, after performing a random linear change of coordinates, we can compute, generically, the vectors $v$ and $w$ (Proposition 2.4.6) in $O(\mathrm{M}(D) \cdot \log (D))$ ops.

Second, as we explain in Chapter 5, we can obtain a square-free kernel polynomial in $O(\mathrm{M}(D) \cdot \log (D))$ ops. Moreover, that kernel polynomial has the algebraic degree bounded by $\min (\operatorname{rank}(f),(D-\operatorname{rank}(f)+1))$ as is explained in Theorem 5.3 .

Third, we have to solve the system of the equation (3.1), which we can do in $O(\mathrm{M}(D))$ ops, by Lemma 6.9. So Step 2 takes $O(\mathrm{M}(D) \cdot \log (D))$ ops.

The step 3 has a constant complexity. Therefore, we conclude that Algorithm 3 computes an algebraic formulation for a minimal decomposition of a binary form of degree $D$ in $O(\mathrm{M}(D)$. $\log (D))$ ops.

Finally, note the form of the output of the Algorithm 3.
Corollary 7.2. Given a binary form $f \in \mathbb{F}[x, y]$ of degree $D$, the Algorithm 3 decomposes that binary form as

$$
f(x, y)=\sum_{\{\alpha \in \overline{\mathbb{F}} \mid Q(\alpha, 1)=0\}} \frac{T}{Q^{\prime}}(\alpha) \cdot\left((\alpha, 1) \cdot C^{-1} \cdot\binom{x}{y}\right)^{D}
$$

Where $C$ is a $2 \times 2$ invertible matrix and $Q^{\prime}(x), Q(x, 1), T(x) \in \mathbb{F}[x]$ have a degree of at most $D$. The degree of the minimal algebraic extension of $\mathbb{F}$ that contains the set $\{\alpha \in \overline{\mathbb{F}} \mid Q(\alpha, 1)=0\}$ is upper bounded by $\operatorname{Min}(\operatorname{rank}(f),(D-\operatorname{rank}(f)+1))$.

## 8. NEW PROOFS FOR CLASSIC RESULTS

In this chapter we prove some results by Helmke [14, Theorem B] and Comas and Seiguer [7, Theorem 2] using our approach. Moreover, those papers just work over the complex numbers. Under our formulation of the problem, we extend those results for any field (we consider the decompositions where the coefficients belong to the algebraic closure of $\mathbb{F}$ ).

Sylvester's Theorem proves that every possible decomposition is associated to a squarefree polynomial $Q$, and moreover, to its roots. Hence, any multiple of $Q$ has the same decomposition associated. Therefore, we say that we have an "unique" minimal decomposition when all the polynomials associated to all the minimal decompositions are multiples.

Corollary 8.1. If $N_{1} \neq N_{2}$ and $P_{v}$ is square-free, then the minimal decomposition is "unique". ${ }^{1}$

Proof. This follows from the Remark 2.4.7. If $N_{1} \neq N_{2}$, then the dimension of the kernel of $H^{N_{1}+1}$ is one. Let $v$ be any vector in $H^{N_{1}+1}$. All the polynomials in the kernel of $H^{N_{1}+1}$ are multiples of $P_{v}$. Hence, by Theorem 3.1.2, as $P_{v}$ is square-free, the rank of the binary form is $N_{1}+1$. So all the candidates polynomials for Sylvester's Theorem are multiples. Therefore, given two minimal decompositions, for each term in the first decomposition, there is a multiple term in second one, and vice versa.

As a corollary we can prove [14, Theorem B] and the [7, Theorem 2], which relates the rank of a binary form with the rank of a Hankel matrix.

Consider the binary forms $f_{1}:=\sum_{i=0}^{2 n}\binom{2 n}{i} a_{i} x^{i} y^{2 n-i}$ and $f_{2}:=\sum_{i=0}^{2 n+1}\binom{2 n}{i} a_{i} x^{i} y^{2 n+1-i}$. Regard the Hankel matrices $H_{f_{1}}^{n}$ and $H_{f_{2}}^{n}$,

$$
H_{f_{1}}^{n}:=\left(\begin{array}{cccc}
a_{0} & a_{1} & \cdots & a_{n}  \tag{8.1}\\
a_{1} & a_{2} & \cdots & a_{n+1} \\
\vdots & \ddots & \vdots & \vdots \\
a_{n} & a_{n+1} & \cdots & a_{2 n}
\end{array}\right) \quad \text { and } \quad H_{f_{2}}^{n}:=\left(\begin{array}{cccc}
a_{0} & a_{1} & \cdots & a_{n} \\
a_{1} & a_{2} & \cdots & a_{n+1} \\
\vdots & \ddots & \vdots & \vdots \\
a_{n+1} & a_{n+2} & \cdots & a_{2 n+1}
\end{array}\right)
$$

Note that the rank of the matrix $H_{f_{i}}^{n}$ is $\left(N_{1}^{f_{i}}+1\right)$. Therefore, the rank of the binary form $f_{i}$ of degree D is either $\left(N_{1}^{f_{i}}+1\right)=\operatorname{rk}\left(H_{f_{i}}^{n}\right)$ or $\left(N_{2}^{f_{i}}+1\right)=D-r k\left(H_{f_{i}}^{n}\right)+2$.

[^2]Lemma 8.2. Let $f$ be a binary form of degree $D$. Hence, $\operatorname{rk}\left(H_{f}^{\left\lfloor\frac{D}{2}\right\rfloor}\right)=N_{1}+1$.

Proof. By Proposition 2.4.2, as $D=N_{1}+N_{2}$ and $N_{1} \leq N_{2}$,

$$
\operatorname{dim}\left(H_{f}^{\left\lfloor\frac{D}{2}\right\rfloor}\right)=\underbrace{\min \left(\left(\left\lfloor\frac{D}{2}\right\rfloor-N_{1}\right) ; 0\right)}_{\left\lfloor\frac{D}{2}\right\rfloor-N_{1}}+\underbrace{\min \left(\left(\left\lfloor\frac{D}{2}\right\rfloor-N_{2}\right) ; 0\right)}_{0}
$$

By Rank-Nullity theorem, as $H_{f}^{\left\lfloor\frac{D}{2}\right\rfloor} \in \mathbb{F}^{\left(D-\left\lfloor\frac{D}{2}\right\rfloor+1\right) \times\left(\left\lfloor\frac{D}{2}\right\rfloor+1\right)}$

$$
\left\lfloor\frac{D}{2}\right\rfloor+1=\operatorname{rk}\left(H_{f}^{\left\lfloor\frac{D}{2}\right\rfloor}\right)+\left\lfloor\frac{D}{2}\right\rfloor-N_{1}
$$

Proposition 8.3 ([14, Theorem B] and [7, Theorem 2]). The rank of a binary form $f$ of degree $D$ is either $\mathrm{rk}\left(H_{f}^{\left\lfloor\frac{D}{2}\right\rfloor}\right)$ or $\left(D-\mathrm{rk}\left(H_{f}^{\left\lfloor\frac{D}{2}\right\rfloor}\right)+2\right)$

## 9. THE GENERAL CASE

As we mentioned in the introduction, the problem that we solved in this thesis is a particular case of a bigger problem called "Symmetric Tensor Decomposition". Now we are going to talk a little about this general case, and our formulation will be just in terms of homogeneous polynomials. To get more details between these two formulation we recommend the paper from Comon et al. [11]. In the following we will discuss some known results, working over the complex numbers.

Given a homogeneous form $g\left(x_{1}, \ldots, x_{n}\right)$ of degree $D, g \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{D}$, we say that we have a decomposition of it, if we have $u_{1}, \ldots, u_{r} \in \mathbb{C}^{n}$ such that Equation (9.1) holds.

$$
\begin{equation*}
g\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{r}\left(u_{i, 1} x_{1}+\cdots+u_{i, n} x_{n}\right)^{D} \tag{9.1}
\end{equation*}
$$

There is always a decomposition for each homogeneous polynomial, [11, Lemma 4.2]. As in the binary form case, the rank of an homogeneous polynomial is the minimal $r$ such that there is a decomposition with just $r$ summands.

A hard and interesting question that arises in this context is the determination of the generic rank. Instead of considering particular polynomials, we will analyze the expected rank for "almost all" the homogeneous polynomials of given degree. For example, if we just consider the forms in $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{D}$, there is only one expected rank for "almost all" of them.

Formally, we split $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{D}$ in subsets of polynomials where all of them have the same rank, $Z_{r}=\left\{f \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{D}: \operatorname{rank}(f)=r\right\}$. There is just one $r$ such that $Z_{r}$ is dense with the Zariski topology over $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{D}$. We say that the rank of those polynomials, $r$, is the generic rank. The determination of the generic rank was one of the most important open questions in this area up to the work of Alexander and Hirschowitz [1 in 1995. There they proved the following theorem,

Theorem 9.1. The generic rank of a symmetric tensor of order $D>2$ and dimension $n$ is equal to

$$
\left\lceil\frac{1}{n}\binom{n+D-1}{D}\right\rceil
$$

Except for the following cases: $(D, n) \in\{(3,5),(4,3),(4,4),(4,5)\}$, where generic rank should be the increased by 1.

It is good to say that the generic rank of the binary forms had been solved by Sylvester. Using our approach for Hankel matrices it is easy to prove Theorem 9.1 in case of $n=2$.

To conclude, let us talk about a potential general algorithm to decompose any symmetric tensor. The most important point to remark about this issue is that the complexity is unknown. This issue is important because, as the rank of a symmetric tensor is always bounded, it is always possible to get a minimal decomposition by solving a polynomial equation system. We can perform a binary search over the rank $r$ and get a polynomial system from coefficients of each monomial in Equation (9.1) taking the unknowns as $u_{1}, \ldots, u_{n}$. Using Gröebner basis it is possible to solve those systems, but the complexity is too big to be affordable (just consider that every permutation of the basis leads to a different solution to that system).

Iterative algorithms as Alternate Least Squares or gradient descents have been used to solve this rank problem, but they lack of a proof for their global convergence. Extending the work of Sylvester, Brachat et al. [5] introduced a better algorithm which is efficient when the tensor to computation has a sub-generic rank which always converges. The main idea was to analyze the dual problem and to use Hankel operators. This algorithm is practically more efficient than the one proposed before, but still its complexity is unknown.

APPENDIX

## A. PROOF OF THEOREM 5.2

In this appendix we prove that given a binary form $f$ with rank $\left(N_{2}+1\right)$, there is a square-free kernel polynomial such that $\left(N_{2}-N_{1}+1\right)$ of its roots belong to a chosen set. For this proof we use Lagrange polynomials for interpolating univariate polynomials and the Pigeonhole principle. In this appendix, for simplicity, we consider all the binary forms as univariate polynomials.

First we prove that if we fix $\left(N_{2}-N_{1}\right)$ of the roots, we can always get a square-free kernel polynomial whose ( $N_{2}-N_{1}+1$ )-th root belongs to a chosen subset of $\mathbb{F}$. We find the minimal cardinal that such subset should have. Using those facts, we show what happens when $\left(N_{2}-N_{1}+1\right)$ roots are chosen randomly.

Reminding the Proposition 2.4.8, the polynomials in the kernel of $H^{N_{2}+1}$ can be written as $P_{v} \cdot P_{\mu}+P_{w}$, where $P_{\mu}$ is a binary form of degree $\left(N_{2}-N_{1}\right)$. As we prove in Lemma 5.1, given $\left(N_{2}-N_{1}+1\right)$ values which are not roots of $P_{v}$, there is an unique polynomial $P_{\mu}$ such that those values belongs to the roots of $P_{v} \cdot P_{\mu}+P_{w}$. Let $\beta_{1}, \ldots, \beta_{N_{2}-N_{1}} \in \mathbb{F} \backslash \operatorname{RootsOf}\left(P_{v}\right)$ be ( $N_{2}-N_{1}$ ) different values. Given $\alpha \in \mathbb{F} \backslash\left(\operatorname{Roots} O f\left(P_{v}\right) \cup\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right)$, we define $P_{(\alpha)}$ as the unique binary form of degree $\left(N_{2}-N_{1}\right)$ such that $\alpha, \beta_{1}, \ldots, \beta_{N_{2}-N_{1}}$ are roots of the polynomial $Q_{(\alpha)}$, where

$$
Q_{(\alpha)}:=P_{v} \cdot P_{(\alpha)}+P_{w}
$$

Using Lagrange polynomials we can write $P_{(\alpha)}$ as,

$$
P_{(\alpha)}(x)=-\sum_{i=1}^{N_{2}-N_{1}} \frac{P_{w}\left(\beta_{i}\right)}{P_{v}\left(\beta_{i}\right)} \frac{(x-\alpha)}{\beta_{i}-\alpha} \prod_{j \neq i} \frac{\left(x-\beta_{j}\right)}{\beta_{i}-\beta_{j}}-\frac{P_{w}(\alpha)}{P_{v}(\alpha)} \prod_{i=1}^{N_{2}-N_{1}} \frac{\left(x-\beta_{i}\right)}{\alpha-\beta_{i}}
$$

Lemma A.1. Let $\alpha, \rho \in \mathbb{F} \backslash\left(\operatorname{Roots} O f\left(P_{v}\right) \cup\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right) . P_{(\alpha)}=P_{(\rho)}$, if and only if, $Q_{(\alpha)}(\rho)=0$.

Proof. If we consider the polynomial $P_{(\alpha)}-P_{(\rho)}$, its degree is at most $\left(N_{2}-N_{1}\right)$. Note that $\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}, \rho$ are $\left(N_{2}-N_{1}+1\right)$ different roots. Hence, that polynomial is identically zero.

We show that there is a bound for the possibles $\lambda \mathrm{s}$ such that $Q_{(\alpha)}$ is not square-free. We split the proof in two parts. Without loss of generality, in the following lemma we bound the
possibles $\alpha$ s such that $\beta_{1}$ is a square-root of $Q_{(\alpha)}$,
Lemma A.2. There are at most $\left(N_{1}+1\right)$ values for $\alpha \in \mathbb{F} \backslash\left(\operatorname{Roots} O f\left(P_{v}\right) \cup\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right)$ such that $\beta_{1}$ is a square-root of $Q_{(\alpha)}$.

Proof. If $\beta_{1}$ is a square-root of $Q_{(\alpha)}$, then

$$
\left\{\begin{array}{ccc}
Q_{(\alpha)}\left(\beta_{1}\right)= & P_{v}\left(\beta_{1}\right) \cdot P_{(\alpha)}\left(\beta_{1}\right)+P_{w}\left(\beta_{1}\right) & =0 \\
Q_{(\alpha)}^{\prime}\left(\beta_{1}\right)= & P_{v}^{\prime}\left(\beta_{1}\right) \cdot P_{(\alpha)}\left(\beta_{1}\right)+P_{v}\left(\beta_{1}\right) \cdot P_{(\alpha)}^{\prime}\left(\beta_{1}\right)+P_{w}^{\prime}\left(\beta_{1}\right) & =0
\end{array}\right.
$$

So,

$$
\begin{equation*}
P_{(\alpha)}^{\prime}\left(\beta_{1}\right)=P_{v}^{\prime}\left(\beta_{1}\right) \cdot \frac{P_{w}}{P_{v}}\left(\beta_{1}\right)-P_{w}^{\prime}\left(\beta_{1}\right) \tag{A.1}
\end{equation*}
$$

At the same time, we have that,

$$
\begin{aligned}
P_{(\alpha)}^{\prime}\left(\beta_{1}\right)= & -\frac{P_{w}}{P_{v}}\left(\beta_{1}\right) \frac{1}{\beta_{1}-\alpha}-\frac{P_{w}}{P_{v}}\left(\beta_{1}\right) \sum_{j=2}^{N_{2}-N_{1}} \frac{1}{\beta_{1}-\beta_{j}} \\
& -\sum_{i=2}^{N_{2}-N_{1}} \frac{P_{w}}{P_{v}}\left(\beta_{i}\right) \frac{\beta_{1}-\alpha}{\left(\beta_{i}-\beta_{1}\right)\left(\beta_{i}-\alpha\right)} \prod_{j \notin\{1, i\}} \frac{\beta_{1}-\beta_{j}}{\beta_{i}-\beta_{j}} \\
& -\frac{P_{w}}{P_{v}}(\alpha) \frac{1}{\alpha-\beta_{1}} \prod_{j=2}^{N_{2}-N_{1}} \frac{\beta_{0}-\beta_{j}}{\alpha-\beta_{j}}
\end{aligned}
$$

We can rewrite the previous equations as

$$
\begin{align*}
P_{(\alpha)}^{\prime}\left(\beta_{1}\right)= & -A\left(\beta_{1}\right) \frac{1}{\beta_{1}-\alpha}-B\left(\beta_{1}\right) \\
& -\sum_{i=2}^{N_{2}-N_{1}} C_{i}\left(\beta_{1}\right) \frac{\beta_{1}-\alpha}{\left(\beta_{i}-\alpha\right)}  \tag{A.2}\\
& -\frac{P_{w}}{P_{v}}(\alpha) E\left(\beta_{1}\right) \prod_{j=1}^{N_{2}-N_{1}} \frac{1}{\alpha-\beta_{j}}
\end{align*}
$$

We rewrite Equation A.1) as $P_{(\alpha)}^{\prime}\left(\beta_{1}\right)=F\left(\beta_{1}\right)$ where,

$$
F\left(\beta_{1}\right):=P_{v}^{\prime}\left(\beta_{1}\right) \cdot \frac{P_{w}}{P_{v}}\left(\beta_{1}\right)-P_{w}^{\prime}\left(\beta_{1}\right)
$$

Therefore, joining Equation A.1 and Equation A.2,

$$
\begin{align*}
F\left(\beta_{1}\right)=A\left(\beta_{1}\right) \frac{1}{\beta_{1}-\alpha}-B\left(\beta_{1}\right)- & \sum_{i=2}^{N_{2}-N_{1}} C_{i}\left(\beta_{1}\right) \frac{\beta_{1}-\alpha}{\left(\beta_{i}-\alpha\right)}-\frac{P_{w}}{P_{v}}(\alpha) E\left(\beta_{1}\right) \prod_{j=1}^{N_{2}-N_{1}} \frac{1}{\alpha-\beta_{j}} \\
P_{v}(\alpha)(F+B)\left(\beta_{1}\right) \prod_{j=1}^{N_{2}-N_{1}}\left(\alpha-\beta_{j}\right)= & P_{v}(\alpha) A\left(\beta_{1}\right) \prod_{j \neq 1}\left(\alpha-\beta_{j}\right) \\
& +P_{v}(\alpha) \sum_{i=2}^{N_{2}-N_{1}} C_{i}\left(\beta_{1}\right)\left(\beta_{1}-\alpha\right) \prod_{j \neq i}\left(\alpha-\beta_{j}\right)  \tag{A.3}\\
& +P_{w}(\alpha) E\left(\beta_{1}\right)
\end{align*}
$$

Each sides of the last equation can be consider as univariate polynomials, where $\alpha$ is the variable. As the degree of both of sides of Equation $\left(\mathrm{A} .3\right.$ is $N_{2}+1$, if there were more than $N_{2}+1$ values for $\alpha$ such that $\beta_{1}$ is a square-root of $Q_{(\alpha)}$, both polynomials would be the same. That would mean that $P_{v}$ divides $P_{w}$. By Proposition 2.4.9, we know that this is not true. Therefore, there are at most $N_{2}+1$ values for $\alpha$ such that $\beta_{1}$ is a square-root of $Q_{(\alpha)}$.

For each $\alpha$, the square-roots of $Q_{(\alpha)}$, if any, could be a $\beta_{i}$ or not. By Lemma A.2 we proved that just a bounded amount values of $\alpha$ makes $\beta_{i}$ a square-root of $Q_{(\alpha)}$. In Lemma A. 3 we show that just for a few values, $\alpha$ is a square-root of $Q_{(\alpha)}$.
Lemma A.3. There are at most $\left(2 N_{1}+1\right)$ values for $\alpha \in \mathbb{F} \backslash\left(\operatorname{RootsOf}\left(P_{v}\right) \cup\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right)$ such that $\alpha$ is a square-root of $Q_{(\alpha)}$.

Proof. The proof is similar to the Lemma A.2. If $\alpha$ is a square-root of $Q_{(\alpha)}$, then

$$
\left(P_{v}^{2} P_{(\alpha)}^{\prime}\right)(\alpha)=\left(P_{v}^{\prime} P_{w}-P_{w}^{\prime} P_{v}\right)(\alpha)
$$

At the same time,

$$
P_{(\alpha)}^{\prime}(\alpha)=-\sum_{i=1}^{N_{2}-N_{1}} \frac{P_{w}}{P_{v}}\left(\beta_{i}\right) \frac{1}{\beta_{i}-\alpha} \prod_{j \neq i} \frac{\alpha-\beta_{j}}{\beta_{i}-\beta_{j}}-\frac{P_{w}}{P_{v}}(\alpha) \sum_{i} \frac{1}{\alpha-\beta_{i}}
$$

Therefore,

$$
P_{v}(\alpha)\left(-P_{v}(\alpha) \sum_{i=1}^{N_{2}-N_{1}} \frac{P_{w}}{P_{v}}\left(\beta_{i}\right) \prod_{j \neq i} \frac{\left(\alpha-\beta_{j}\right)^{2}}{\beta_{j}-\beta_{i}}-P_{w}(\alpha)\right)=\left(P_{v}^{\prime} P_{w}-P_{w}^{\prime} P_{v}\right)(\alpha) \prod_{i}\left(\alpha-\beta_{i}\right)
$$

Once again, we can consider the equations of both sides as polynomials in $\alpha$ of degree $\left(2 N_{2}+1\right)$. If there were more than $\left(2 N_{2}+1\right)$ values for $\alpha$ such that this equality holds, then the polynomials would be equal. By definition of $\beta_{i}, P_{v}\left(\beta_{i}\right) \neq 0$, so $P_{v}$ must divide $P_{v}^{\prime} P_{w}$, which is not true because, by Proposition 2.4.9, $P_{v}$ and $P_{w}$ do not share any root.

Theorem A.4. There are at most $\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)$ values for $\alpha \in \mathbb{F} \backslash\left(\operatorname{RootsOf}\left(P_{v}\right) \cup\right.$ $\left.\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right)$ such that $Q_{(\alpha)}$ has square-roots.

Proof. By the Lemma A.2, for each $1 \leq i \leq\left(N_{2}-N_{1}\right)$, there are at most $N_{1}+1$ values for $\alpha$ such that $\beta_{i}$ is a square-root of $Q_{(\alpha)}$. Therefore, there are at most $\left(N_{2}-N_{1}\right)\left(N_{1}+1\right)$ values for $\alpha$ such that any $\beta_{i}$ is a square-root of $Q_{(\alpha)}$.

Suppose that $\rho$ is a square-root of $Q_{(\alpha)}$, and $\rho \neq \beta_{i}$. By Lemma A.1, $Q_{(\alpha)}=Q_{(\rho)}$. Hence, by Lemma A.3, there are at most $\left(2 N_{2}+1\right)$ different possible values for $\rho$. As the polynomial $Q_{(\alpha)}$ has degree $N_{2}+1$, there are at most $\left(N_{1}+1\right)$ roots of $Q_{(\alpha)}$ which are not a $\beta_{i}$. Therefore, there are at most $\left(N_{1}+1\right)\left(2 N_{2}+1\right)$ values for $\alpha \neq \beta_{i}$ such that $Q_{(\alpha)}$ has square-roots different from a $\beta_{i}$.

Therefore, there are at most $\left(N_{1}+1\right)\left(2 N_{2}+1\right)+\left(N_{2}-N_{1}\right)\left(N_{1}+1\right)$ values for $\alpha \in$ $\mathbb{F} \backslash\left(\operatorname{Roots} O f\left(P_{v}\right) \cup\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right)$ such that $Q_{(\alpha)}$ has square-roots.

The Theorem A. 4 gives a bound for the quantity of $\alpha$ s that makes $Q_{(\alpha)}$ a polynomial with square-roots. Hence, using the pigeonhole principle, if we choose the $\alpha$ randomly and uniformly from a set, then we can bound the probability of having a square-free polynomial $Q_{(\alpha)}$.

Corollary A.5. Let $\Gamma \subset \mathbb{F} \backslash\left(\operatorname{Roots} O f\left(P_{v}\right) \cup\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right)$ be a finite set. If we choose randomly and uniformly an element $\alpha \in \Gamma$, we can bound the probability of getting a square-free kernel polynomial by

$$
\operatorname{Prob}\left(Q_{(\alpha)} \text { is a polynomial square-free } \mid \alpha \in \Gamma\right) \geq \frac{\# \Gamma-\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)}{\# \Gamma}
$$

Up to now, we assumed that the $\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}$ are fixed. Appendix $A$ bounds the probability of getting a square-free polynomial where all the $\alpha, \beta_{1}, \ldots, \beta_{N_{2}-N_{1}}$ are chosen randomly and uniformly. Let $\Lambda \subseteq \mathbb{F}$ be a finite set whose cardinal is $\left(N_{2}-N_{1}+1\right)$. We define $P_{(\Lambda)}$ as the unique polynomial such that $\Lambda \subseteq \operatorname{Roots} O f\left(Q_{(\Lambda)}\right)$, where $Q_{(\Lambda)}:=P_{v} \cdot P_{(\Lambda)}+P_{w}$.

Theorem (5.2). Let $\Gamma \subset \mathbb{F} \backslash\left(\operatorname{RootsOf}\left(P_{v}\right) \cup\left\{\beta_{1}, \ldots, \beta_{N_{2}-N_{1}}\right\}\right)$ be a finite set.
If we choose randomly and uniformly a set $\Lambda \subseteq \Gamma$ whose cardinal is $\left(N_{2}-N_{1}+1\right)$, then the probability that $Q_{(\Lambda)}$ is square-free is bounded by,

$$
\operatorname{Prob}\left(Q_{(\Lambda)} \text { is a square-free polynomial } \mid \Lambda \subseteq \Gamma\right) \geq 1-\frac{\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)}{\# \Gamma-N_{2}+N_{1}}
$$

Proof. By Theorem A.4 for each set $\bar{\Lambda} \subseteq \Gamma$ with cardinal $N_{2}-N_{1}$, there are at most $\left(N_{1}+\right.$ 1) $\left(3 N_{2}-N_{1}+1\right)$ different values for $\lambda \in \Gamma$, such that $Q_{(\bar{\Lambda} \cup\{\alpha\})}$ has square-roots. Hence, there are at most the possibles $\Lambda$ such that $Q_{(\Lambda)}$ has square-roots is bounded by,

$$
\#\left\{\Lambda \mid Q_{(\Lambda)} \text { has square-roots }\right\} \leq\binom{ \# \Gamma}{N_{2}-N_{1}}\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)
$$

Note that this bound is not tight because we are considering the same sets ( $N_{2}-N_{1}+1$ ) times. If $Q_{(\Lambda)}$ has square-roots, with $\Lambda=\left\{\gamma_{0}, \ldots, \gamma_{N_{2}-N_{1}}\right\}$, then we are counting this set for each subset $\Lambda_{i}=\left\{\gamma_{0}, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_{N_{2}-N_{1}}\right\}$ because $Q_{\left(\Lambda_{i} \cup\left\{\gamma_{i}\right\}\right)}$ has always square-roots. This way, a tighter bound is,

$$
\#\left\{\Lambda \mid Q_{(\Lambda)} \text { has square-roots }\right\} \leq \frac{\binom{\# \Gamma}{N_{2}-N_{1}}\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)}{N_{2}-N_{1}+1}
$$

There are $\binom{\# \Gamma}{N_{2}-N_{1}+1}$ different possible sets. If we take each one with the same probability,

$$
\begin{aligned}
\operatorname{Prob}\left(Q_{(\Lambda)} \text { has square-roots } \mid \Lambda \subseteq \Gamma\right) & \leq \frac{\binom{\# \Gamma}{N_{2}-N_{1}}\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)}{\binom{\# \Gamma}{N_{2}-N_{1}+1}\left(N_{2}-N_{1}+1\right)} \\
& =\frac{\left(N_{1}+1\right)\left(3 N_{2}-N_{1}+1\right)}{\# \Gamma-N_{2}+N_{1}}
\end{aligned}
$$
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[^0]:    ${ }^{1}$ Some authors (e.g. Comon et al. [11]) make a distinction between the rank and the symmetric rank. In the bibliography, when no distinction is made, the rank is understood as what those authors call the symmetric rank. This work is not the exception as we just refer to the rank.

[^1]:    ${ }^{1}$ Notation: The matrices $H_{L(F)}^{k}$ are $H_{L_{T_{t}}(F)}^{k}$
    ${ }^{2}$ There is a typo in the paper. The binary forms should be $\sum_{j=0}^{d}\binom{d}{j} \gamma_{j+1} X^{d-j} Y^{j}$, following the notation of the paper. In the paper of the same authors, 14, they correct it.

[^2]:    ${ }^{1}$ This means that for any minimal decomposition each term is a multiple of another term in any other decomposition

