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OPTIMIZACION

En este curso se introducirdn los conceptos bdsicos que permiten caracterizar las soluciones de los problemas
de optimizacion continua y se presentardn algoritmos numéricos para su resolucion. Al final del curso se
presentardn brevemente las ideas de algoritmos no deterministicos, y se dard una idea somera de las técnicas
de optimizacién discreta.
Los problemas se analizardn en orden creciente de dificultad, comenzando con problemas de optimizacion
irrestrictos. agregando restricciones lineales y finalmente el caso de funcién objetivo y restricciones no
lineales.
Se analizaran los principales métodos considerando tanto sus propiedades tedricas como las cuestiones
esenciales relacionadas con su implementacién computacional.
Se presentardn ejemplos de problemas de la industria y de otras dreas de las ciencias que pueden ser
modelados como problemas de optimizacién no lineal, y se propondrdn algunos de ellas como trabajo
prictico. Se usarda Matlab y algunas rutinas especificas para resolver problemas y analizar el desempefio de los
principales algoritmos.

Programa detallado

Introduccién al problema de optimizacién no lineal.
Formulacion del problema.

Ejemplos.

Optimizacién global y local.

Algoritmos.

s LR

Condiciones de optimalidad para optimizacién sin restricciones
Condiciones necesarias y suficientes para un minimizador local.
Convexidad.

Condiciones de optimalidad para funciones convexas diferenciables.

N2 QOE-ITER

10. Algoritmo con busquedas unidimensionales.

I1.  Direcciones de descenso.

12. Modelo de algoritmo de buisqueda unidimensional.
3. Algoritmo con convergencia global.

14.  Velocidad de convergencia.

15. Métodos clasicos de descenso.
16. M¢étodo del gradiente.

17. Funciones cuadraiticas.

18. Funciones generales.

19. Método de Newton.

20. Métodos Quasi-Newton.

21. Optimizacion con restricciones lineales de igualdad.

22. Regioén de factibilidad.

23. Condiciones necesarias y suficientes para un minimizador local.
24. Programacion cuadratica.

25. Algoritmos para restricciones lineales de igualdad.
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26. Optimizacion con restricciones lineales de desigualdad.

27. Region de factibilidad.

28. Condiciones necesarias y suficientes para un minimizador local.
29.  Optimizacion con restricciones de cotas.

30. Programacién cuadrdtica.

31. Algoritmos para restricciones lineales de desigualdad.

32. Me¢étodos de restricciones activas.
33. Modelo de algoritmo.
34. Andlisis de convergencia global y local.

35. Optimizacion con restricciones de igualdad no lineales.

36. Region de factibilidad.

37. Condiciones necesarias y suficientes para un minimizador local.
38. Multiplicadores de Lagrange.

39.  Algoritmos.

40. Métodos de penalizacion.

41. Métodos de gradiente proyectado.

42. Métodos de Lagrangiano Aumentado.

43. M¢étodos de restauracion inexacta.

44.  Optimizacién con restricciones de desigualdad no lineales.

45. Region de factibilidad.

46. Condiciones necesarias y suficientes para un minimizador local.
47. Adaptacion de los métodos del capitulo 8 para desigualdades.
48. Meétodos de region de confianza.

49. Programacién cuadratica secuencial.

50. Meétodos no deterministicos
51. Meétodos de recocido simulado.
52. Concepto de algoritmos genéticos.

11. Métodos discretos
11.1 Grafos y redes de transporte.
11.2 Flujo mdximo en redes de transporte y problema del emparejamiento §ptimo.
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