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I.Modelos semiparamé@tricos de regresibn
1. Teoria no asintbtica del la estimacidn de la funcibn de regresibn.
Estimadores paramétricos minimax y Bayasianos
Estimadores no paramétricos minimax y Bayesianos,
Suavizadores lineales. i
2, Seleccibn de modelos para la funcién de regresibn.
Estimacidn del error cuadritico de un modelo.
Estrategia para la seleccidn de modelos.
Consistencia en la estimacibn del modelo verdadero.
3. Estimacibn de la varianza.
Estimadores cuadréticos.
Estimadores minimax y Bayesianos.
Estimadores adaptivos y comparacidn de los diferentes estimadores.
%, Estimacifn de la varianza heterogénea.
Estimacidn paramétrica y no paramétrica.
Estimacifn de dos pasos de la funcibn de regresidn y de la varianza.
Métodos de resampling para la estimacibn de la varianza y del

sesgo de c-finndorcs de coefigcientes de rogrucién.
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I1. Seminaric sobre temas de investigacin en estadistica matemitica.

. Investigacifn en estadistica en la universidad de Humboldt:

orientaciones y resultades.

Estimacifn de ma%ima verosimilitud en modelos semiparamétricos:

Aspectos generales y paradojas.

Estimacidn Bayesiana en wodeles semiparamétricos: resultadcs

generales y limdites astcinformativos.

Nwdelos especiales semiparamétricos lineales.

Lz estimacifn de caracteristicas de bondad de estimadores.

Métodos de jackknife y de bootstrap. :

Fundamentos Bayesianos y estructurales de la inferencia estadistica.
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