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1., ESTIMACION PUNTUAL

Errer cuadritico wedio, Estimadorss insesgados. Estadisticos su-
ficientes. Teorema de Rao-Blackwell, Familias exponenciales. Esta
disticos completos. Estimadores insesgados de ninima variansa uni
formemente (INVU), Teorema ds Lehmann-Scheff§. Desigualdad de iuo-
-Cramer. Matriz de informacidn. Familias de posicidn. Estimadores
equivariantes de minimo error cuadritico medio. Estimadores baye-

sianos. Estimadores minimax. Sucesidn de estimadores asintética-
mente normales y eficientea., MEtodos de momentos, méxima vercsimi
litud y cuadrados minimes.Estimadores rodustos para para posiciln
M y L- estimadores. Solucidn minimax. Estimadores de escala. Cur-
va de influemcia. Tgoria asintStica de los estimadores provenien-
tes de funcionales difervenciables; Aplicaciln a los N-astimadores.

Punto de ruptura. 1B
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3.

ESTADISTICA.

TESTS DE HIPOTESIS Y REGIONES DE CONFIANZA

Distribucidn x2 y de Student, Tests de hipdtesis, Errores tipo I

y 11. Teorema de Neymann-Pearson, Test uniformemente més potentes
para hipbtesis unilaterales en familias exponenciales, Test condi-
cionales para hipbtesis bilaterales,

Test del cociente de méxima verosimilitud, Test con nivel de sig-
nificacidn asintdtica.

Regiones de confianza, C8lculo de intervalos de confoanza para

una y dos muestras normales, Relacifn entre test de hipdtesis y

regionaes de confianza. Regiones de confianza con nivel asintético.

MODELO LINEAL

Estimadores de minimos cuadrados, Interpretacidn geométrica, Es-
timadores de mixima verosimilitud para el caso normal, Estimador
insesgado de la varianza, Caso de matriz de diseno con rango im-
pleto: Funciones Estimables, Teorema de Gauss-Markov,
Distribucidn exacta de los estimadores en el caso normal, Test
de hipbtesis e intervalos de confianza para funciones estimables
de los parémetros., Estimacidn robusta cuando la matriz de diseno
es fija: M-estimadores, Distribucidn asint8tica del estimador de
minimos cuadrados cuando la matriz de diseno tiene rango comple-

to. ler cuatrimestre de 1987,
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