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Planilla a completar para presentacién de Cursos de Posgrado
1.- DEPARTAMENTO de COMPUTACION

2.- NOMBRE DEL CURSO: Herramientas de Machine Learning para el Estudio de Neurociencias Mediante
Imdgenes

3.- DOCENTES: -
RESPONSABLE/S: Dr. Demian Wassermann

4.- CARRERA de DOCTORADO

5.- ANO: 2016 CUATRIMESTRE/S: 2

6.- PUNTAJE PROPUESTO PARA CARRERA DE DOCTORADO: .......lucsscrcessracnens
7.- DURACION (anual, cuatrimestral, bimestral u otra): semanal
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9.- CARGA HORARIA TOTAL: 20 horas

10.- FORMA DE EVALUACION:
Entrega de TP, examen final

11.- PROGRAMA ANALfTICO:
1. Neuroanatomfa: Fundamentos de la anatomfa y fisiologfa cerebral. Problemas abiertos y tendencias

actuales de investigacién.

2. Modalidades de Neuroimégenes: Fundamentos de las diferentes modalidades de neuroimdgenes de
resonancia magnética nuclear, electro y magneto encefalografia.
» Introduccion general a las diferentes modalidades de imdgenes médicas en tres y cuatro dimensiones:
electroencefalografia, resonancia magnética nuclear anatémica, funcional y de difusién.




» Adquisicién de imAgenes de resonancia magnética nuclear, En particular imdgenes anatémicas de tipo
T1, T2, funcionales de contraste por oxigenacién en sangre (blood-oxygen-level-dependent contrast), e
imégenes pesadas por difusién (diffusion weighted imaging).

3. Introduccién a Machine Learning: Breve presentacién de los fundamentos de machine learning focalizando

uso en neuroimagenes:
« Introduccién a los fundamentos de las sefiales digitales, descomposici6n de Fourier, teorla del muestreo

de Nyquist, cuantizaci6n y relacién sefial ruido.
« Técnicas de aprendizaje supervisado con enfoque en clasificacién y regresion |
» Técnicas de aprendizaje no supervisado: clustering y reduccién de dimensionalidad. ‘
4. Clasificacién en Neuroimégenes e Identificacién de Regiones Anatémicas y Funcionales: Aplicacién de
técnicas de clasificacién para la identificacién de estructuras cerebrales corticales y subcorticales.
« Clasificaci6n automética de regiones corticales en un individuo y en una poblacién (SVM, k-means,
meanshift, random forests). :
» Separacién de fuentes para la clasificacién de diferentes tejidos y zonas funcionales (PCA, ICA, etc.).
» Incorporacién de conocimiento anatémico a priori en modelos de clasificacién de estructuras
cerebrales (manifold learning, variational bayes).
5. Inferencia en NeuroimégenesAnélisis de respuestas cerebrales funcionales mediante:
« Modelos de regresi6n lineal con y sin regularizacién: cuadrados minimos, LASSO, Elastic nets, etc.
+ Modelos de regresi6n en subespacios lineales y espacios no lineales: PCA, ICA,; aprendizaje de
diccionarios. Determinacién de la estructura de conectividad cerebral mediante el procesamiento de
imégenes de resonancia magnética de difusién utilizando modelos de aprendizaje supervisado y no

supervisado:
« Modelos de regresién y clasificacién en subespacios: (vector machines, random forests, variational

bayes,etc).
+ Algoritmos de clustering: separacién de densidades (k-means, meanshift), clasificacién jerdrquica
(Ward clustering, BIRCH, OPTICS, etc.) Inferencia de la relacién entre la funcién y la anatomia

cerebral:
» Modelos de regresién lineal y no lineal (cuadrados mfnimos, procesos gaussianos, kernel learning)

» Modelos de regresién rala y de aprendizaje de diccionarios (LASSO, Elastic Nets, etc.)
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Universidad de Buenos Aires
Facultad de Ciencias Exactas y Naturales

Referencia Expte. N° 506.454/16
suencs Aires, 1 9 SEP 2018

VISTO

la nota presentada por el Dr. Esteban Feuerstein, Director del Departamento de Computacion, mediante la cual eleva
informacién del curso de posgrado Herramientas de Machine Learning para el estudio de neurociencias mediante imagenes
que se dictara en el segundo cuatrimestre de 2016 por el Dr. Demian Wassermann,
CONSIDERANDO:

Jo actuado por la Comision de Doctorado,

lo actuado por la Comisién de Posgrado,

lo actuado por este cuerpo en Sesién Ordinaria realizada en el dia de la fecha,

en uso de las alribuciones que le confiere el Articulo N° 113° del Estatuto Universitario,

EL CONSEJO DIRECTIVO DE LA FACULTAD DE
CIENCIAS EXACTAS Y NATURALES
RESUELVE:

Articulo 1°: Autorizer el dictado del curso de posgrado Herramientas de Machine Learning para el estudio de neurociencias f
mediante imagenes de 20 hs. de duracion.

Articulo 2% Aprobar el programa del curso de posgrado Herramientas de Machine Learning para el estudio de neurociencias
mediante imagenes obrante a fs 2 a & del expediente de |a referencia.

Articulo 3°: Aprobar un puntaje méaxima de un (1) punto para la Carrera del Doctorado.
Articulo 4°: Comuniquese a la Eiblioteca de la FCEYN con fotocopia de! programa incluida.

Articulo 5°: Comuniquese a la Direccion del Departamento de Computacion, a la Dirsccion de Alumnos y a la Secretaria de
Posgrado. Cumplido Archivese.
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