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Introduccion a las Tecnologias del Habla — Programa y Bibliografia
Objetivos:

* Proporcionar los fundamentos linguisticos utilizados en las tecnologias del habla.
Introducir en los conceptos fundamentales y métodos de procesamiento de la voz y del
lenguaje utilizados en las tecnologias del habla.

¢ Aplicar los conocimientos adquiridos a desarrollos relativos a la sintesis y el
reconocimiento automatico de la voz.

¢ Brindar conocimientos sobre el estado del arte de las tecnologias de habla.

Docentes: Alvarez, José Angel y Renato, Alejandro (Fac. de Medicina, UBA)
Dedicacion: 6 horas semanales
Correlatividades: Probabilidades y estadistica

Contenidos

Unidad 1

Motivaciones para las tecnologlas del habla. Arquitecturas de los sistemas de procesamiento del
lenguaje oral. Estructura del lenguaje oral. Acustica. Fonética y fonologia. Silabas y palabras.
Sintaxis y semantica.

Unidad 2

Elementos basicos de estadistica. Probabilidades e inferencia estadistica. Teoria de la informacion:
entropia, entropia condicional, codificacion e informacion mutua. Elementos de reconocimiento de
patrones. Teoria bayesiana de decision. Construccion de clasificadores. Métodos de estimacion no
supervisados. Arboles de clasificacion y regresion.

Unidad 3

Elementos de procesamiento digital de sefiales. Sistemas y sefiales digitales. Transformadas de
frecuencias continuas y no continuas. Filtros y ventanas digitales. Procesamiento digital de sefiales
analégicas. Procesamiento de tasa multiple. Bancos de filtros. Procesos estocasticos.

Unidad 4

Representaciones de la sefial de habla. Andlisis de Fourier de lapsos breves. Modelo acustico de
la produccién del habla. Codificacién lineal predictiva (LPC). Procesamiento cepstral.
Representaciones motivadas perceptualmente. Formantes. Altura tonal. Codificacién del habla:
caracteristicas y tipos de codificadores del habla.

Unidad 5

Modelos markovianos ocultos (HMM). Cadenas markovianas. Modelo oculto. Algoritmos Forward,
Forward-Backward, Viterbi, Baum-Welch. HMMs continuos y semicontinuos. Cuestiones y
limitaciones.

Unidad 6

Modelizacion actstica. Variabilidad en la sefial de habla. Errores de reconocimiento. Extraccion de
rasgos. Modelizacion fonética: seleccién de unidades. Peso de rasgos acusticos. Técnicas
adaptativas. Técnicas alternativas al HMM. Robustez ambiental.

Unidad 7

Modelizacion del lenguaje. Teoria de lenguajes formales y parsing. Modelos estocasticos del
lenguaje (PCFG y n-gramas). Medida de complejidad de los modelos de lenguaje. Suavizamiento
de modelos de n-gramas. Modelos adaptativos. Cuestiones practicas.
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Unidad 8

Algoritmos basicos de blusqueda para el reconocimiento del habla: Viterbi, Stack Decoding (A*).
Algoritmos de busqueda con vocabularios grandes. Manipulacion eficiente de léxico en arbol. Otras
estrategias eficientes de busqueda. Evaluacion de algoritmos de busqueda.

Unidad 9

Sintesis de habla. Sistemas TTS. Andlisis textual y fonético. Léxico, estructura de un documento,
normalizacién. Andlisis lingtistico. Desambiguacion de homégrafos. Andlisis morfolégico.
Conversion letra a sonido (LTS). Evaluacion de sistemas TTS.

Unidad 10

Sintesis de habla. Prosodia. Esquema de generacion de prosodia. Estilo de habla. Prosodia
simbdlica. Asignacién de duraciones. Generacion de altura tonal (pitch). Lenguajes de marcacién
de prosodia. Evaluacion de la prosodia. Sintesis de formantes del habla. Sintesis por
concatenacién. Modificacion prosddica del habla. Modelos de fuente-filtro de la modificacién
prosédica.

Unidad 11

Comprension del lenguaje hablado. Lenguajes hablados versus escritos. Estructura del didlogo.
Interpretacion de oraciones. Estructura del discurso. Gestion del dialogo. Generacion de
respuestas. Evaluacion. Aplicaciones e interfases de usuario. Aplicaciones tipicas. Disefio de
interfases de habla. Internacionalizacién.

Bibliografia
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International Computer Science Institute, TR-98-041.
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phonetics. Cambridge University Press, Nueva York, 1988.
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aplicaciones. Prentice Hall, Madrid, 1998, 3a ed.

Ritchie, Graeme D. y otros (1992). Computational Morphology, Cambridge, MIT Press

Sells, Peter y otros (1991). Foundational Issues in Natural Language Processing, Cambridge, MIT
Press.

Young, Steve y otros (2000). The HTK book. 1995-1999, Microsoft Corporation.

Ji Guiliér urai
Director Adjunto

Qepto. de Cpm
EE e pru’tggibr



oM ot
1y



	14-IntroduccionTecnologiasHabla001
	14-IntroduccionTecnologiasHabla002
	14-IntroduccionTecnologiasHabla003
	14-IntroduccionTecnologiasHabla004

