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#### Abstract

We present a symbolic probabilistic algorithm to compute the isolated roots in $\mathbb{C}^{n}$ of sparse polynomial equation systems. As some already known numerical algorithms solving this task, our procedure is based on polyhedral deformations and homotopies, but it amounts to solving a smaller number of square systems of equations and in fewer variables. The output of the algorithm is a geometric resolution of a finite set of points including the isolated roots of the system. The complexity is polynomial in the size of the combinatorial structure of the system supports up to a pre-processing yielding the mixed cells in a subdivision of the family of these supports.
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## 1. Introduction

The known algorithmic methods to solve general polynomial equation systems require a large number of calculations, which results in a long computing time. This is one of the reasons why several attempts to solve particular families of polynomial equation systems (for instance, polynomials with a specific fixed structure) have been made.

Bernstein [2], Kushnirenko [18] and Khovanskii [17] proved that the number of isolated solutions in $\left(\mathbb{C}^{*}\right)^{n}$ of a polynomial system with $n$ equations is bounded by a combinatorial invariant (the mixed volume) associated with the sets of exponents of the monomials with nonzero coefficients in the polynomials involved (that is, their support sets). This result may be considered as the basis for the current study of sparse polynomial systems, namely polynomials with prescribed supports, and gave rise to the development of sparse elimination theory (see [9] for foundational results on this subject).

The most efficient algorithms to solve sparse polynomial systems in $\left(\mathbb{C}^{*}\right)^{n}$, both numerically and symbolically, use polyhedral deformations (see, for example, $[29,13,25,16]$ ). A deformation method to compute the isolated roots of a polynomial system consists in considering the given system as a particular instance of a parametric family of generic zerodimensional systems; the isolated roots of the input system are then obtained from the zeroes of a sufficiently generic instance which is easy to solve. These techniques, originally applied for numerical solving of equations (see, for instance, [20,27] and the references therein), have also been used in symbolic procedures by means of the so-called Newton-Hensel lifting (see, for instance, $[10,12,19,15]$ ).

Polyhedral deformations preserve the monomial structure of the polynomial system under consideration, which implies that the number of "paths" to track along the deformation coincides with the expected number of solutions. For sparse systems, this results in a running time shorter than that of a general algorithm.

The first bounds for the number of isolated solutions in $\mathbb{C}^{n}$ of a sparse polynomial system were given in [24] and improved later in [22,26]. The most precise bounds known up until now are given in [14] in terms of stable mixed volumes, which are

[^0]also combinatorial invariants depending only on the supports of the polynomials. The effective proofs of the bounds in these papers were applied to obtain numerical algorithms to compute the isolated solutions based on the approach in [13] (see, for instance, $[22,14]$ ). A symbolic algorithm performing this task provided all the polynomials have nonzero constant term is given in [16].

The algorithm in [14] requires the use of recursive liftings, which may reflect negatively in the running time of the algorithm. An improved procedure which avoids recursive liftings was shown in [7] (see also [5]). These algorithms rely on solving a number of associated subsystems in $\left(\mathbb{C}^{*}\right)^{n}$ obtained from the liftings used.

In this paper, we present a new symbolic algorithm to compute the isolated solutions in $\mathbb{C}^{n}$ of a sparse system with $n$ equations. As the procedure in [7], our algorithm avoids recursive liftings; moreover, it amounts to solving a smaller number of square systems of equations and in fewer variables. It can also be seen as a generalization to the algorithm in [16] in the sense that it does not require any hypothesis on the system supports. Our main result is the following (for a precise formulation, see Theorem 9):

Theorem. Let $f_{1}, \ldots, f_{n}$ be polynomials in $\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$. There exists a probabilistic algorithm (see Algorithm AffineSolve) which computes a finite set of points containing the isolated common zeroes of $f_{1}, \ldots, f_{n}$ in $\mathbb{C}^{n}$ within a complexity which (up to a pre-processing) is polynomial in the size of the combinatorial structure of the system supports.

As in [16], our algorithm takes as input the sparse representation of the polynomials $f_{1}, \ldots, f_{n}$ and the mixed cells in a fine mixed subdivision of their supports, which are assumed to be precomputed (see, for instance, [4,28,21,6] and [23] for different algorithms computing these cells). The output of the algorithm is a geometric resolution, that is, a univariate representation of a finite set of points parametrized by the values a linear form takes at them (see, for example, [11]).

The general idea of the algorithm is to recover the solutions of the input system from the solutions of a generic system with the same supports by means of a homotopic deformation. To deal with the deformed system, we adapt the polyhedral techniques introduced in [14] and refined in [7] in order to make a more careful analysis of the situation and determine the polynomial subsystems to be solved. Finally, we apply the symbolic deformation techniques for sparse elimination shown in [16].

The algorithm in [16] can be considered as a symbolic version of [13], which computes the isolated roots of a sparse polynomial system in $\left(\mathbb{C}^{*}\right)^{n}$. Provided the origin lies in all the polynomial supports, it computes the isolated roots of the system in $\mathbb{C}^{n}$ (see [22]). In this paper, our adaptation of the combinatorial construction in [14] allows us to extend the results in [16] to arbitrary supports, obtaining a procedure with a complexity depending polynomially on stable mixed volumes associated with the input system.

The theoretic results underlying the correctness of our algorithm could also be applied to design a new numerical procedure in the spirit of [14,7]. Although there are no explicit complexity estimates for the numerical algorithms in these papers, the fact that our approach deals with a smaller number of systems and with fewer variables than theirs would result in a better running time for the new algorithm.

The paper is organized as follows: In Section 2, some basic notation is introduced and the notions of geometric resolution, mixed subdivision and stable mixed volume are recalled. Section 3 is devoted to proving the theoretic geometric and combinatorial results that lead to the correctness of our algorithm, which is described in Section 4. Finally, in Section 5, we present some examples to show how our algorithm works and to compare it to previous procedures.

## 2. Preliminaries

### 2.1. Basic definitions and notation

Throughout this paper, $K$ will be an algebraically closed field. If $k$ is an arbitrary field, $\bar{k}$ will denote an algebraic closure of $k$.

We will describe zero-dimensional affine varieties by means of geometric resolutions (for a detailed historical account on the application of this representation in the algorithmic framework, see [11]). The precise definition we are going to use is the following:

Let $k$ be a field of characteristic 0 and $V=\left\{\xi^{(1)}, \ldots, \xi^{(D)}\right\} \subset \bar{k}^{n}$ be a zero-dimensional variety defined by polynomials in $k\left[X_{1}, \ldots, X_{n}\right]$. Given a separating linear form $u=u_{1} X_{1}+\cdots+u_{n} X_{n} \in k\left[X_{1}, \ldots, X_{n}\right]$ for $V$ (that is, a linear form $u$ such that $u\left(\xi^{(i)}\right) \neq u\left(\xi^{(j)}\right)$ if $\left.i \neq j\right)$, the following polynomials completely characterize the variety $V$ :

- the minimal polynomial $q:=\prod_{1 \leq i \leq D}\left(Y-u\left(\xi^{(i)}\right)\right) \in k[Y]$ of $u$ over the variety $V$ (where $Y$ is a new variable),
- a polynomial $q_{0} \in k[Y]$ with $\operatorname{deg}\left(\bar{q}_{0}\right)<D$ and relatively prime to $q$,
- polynomials $v_{1}, \ldots, v_{n} \in k[Y]$ with $\operatorname{deg}\left(v_{j}\right)<D$ for every $1 \leq j \leq n$ satisfying $V=\left\{\left.\left(\frac{v_{1}}{q_{0}}(\eta), \ldots, \frac{v_{n}}{q_{0}}(\eta)\right) \in \bar{k}^{n} \right\rvert\, \eta \in \bar{k}\right.$, $q(\eta)=0\}$.

The family of univariate polynomials $q, q_{0}, v_{1}, \ldots, v_{n} \in k[Y]$ is called a geometric resolution of $V$ (associated with the linear form $u$ ). As $q_{0}$ is invertible in $k[Y] /(q(Y))$, setting $\tilde{v}_{k}(Y):=q_{0}^{-1}(Y) v_{k}(Y) \bmod (q(Y))$ for every $1 \leq k \leq n$, we are led to an equivalent definition of geometric resolution: a family of $n+1$ polynomials $q, \tilde{v}_{1}, \ldots, \tilde{v}_{n}$ in $k[Y]$ satisfying $V=\left\{\left(\tilde{v}_{1}(\eta), \ldots, \tilde{v}_{n}(\eta)\right) \in \bar{k}^{n} \mid \eta \in \bar{k}, q(\eta)=0\right\}$.

The notion of geometric resolution can be extended to equidimensional curves. In this case, the polynomials $q, q_{0}, v_{1}, \ldots, v_{n}$ are in $k(T)[Y]$, where $T$ is a free variable for all the irreducible components of the curve.

Although we work with polynomials, our algorithm will only deal with their coefficients, which are elements in $\mathbb{Q}$. The notion of complexity of an algorithm we consider is the number of operations and comparisons in $\mathbb{Q}$. We will encode multivariate polynomials in sparse form, that is, each polynomial will be given as the list of pairs $\left(q, a_{q}\right)$ where $q$ runs over the set of exponents of its monomials with nonzero coefficients and $a_{q}$ is the corresponding coefficient. We will also use the standard dense form for univariate polynomials, which encodes a polynomial as the vector of its coefficients including zeroes.

In our complexity estimates, we will use the notation $M(d):=d \log ^{2}(d) \log (\log (d))$ where $\log$ denotes logarithm to base 2. We will also use the usual $O$ notation: Let $f, g: \mathbb{Z}_{\geq 0} \rightarrow \mathbb{R}, f(d)=O(g(d))$ if $|f(d)| \leq c|g(d)|$ for a positive constant $c$. We denote by $\Omega$ the exponent in the complexity estimate $O\left(d^{\Omega}\right)$ for the multiplication of two ( $d \times d$ )-matrices with coefficients in $\mathbb{Q}$. It is known that $\Omega<2.376$ (see [8, Chapter 12]).

### 2.2. Sparse systems and subdivisions

Let $X_{1}, \ldots, X_{n}$ be indeterminates over $K$ and write $X:=\left(X_{1}, \ldots, X_{n}\right)$. Given a family $\mathcal{A}=\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}\right)$ of finite subsets of $\left(\mathbb{Z}_{\geq 0}\right)^{n}$, a sparse polynomial system supported on $\mathcal{A}$ is given by polynomials $f_{j}=\sum_{q \in \mathcal{A}_{j}} a_{j, q} X^{q}$, with $a_{j, q} \in K \backslash\{0\}$ for each $q \in \mathcal{A}_{j}$ and $1 \leq j \leq n$. We write $F=\left(f_{1}, \ldots, f_{n}\right)$ for this system. We denote by $\mathcal{M}(\mathcal{A})$ the mixed volume of the convex hulls of $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ in $\mathbb{R}^{n}$ (see, for example, [3, Chapter 7] for a definition).

Following [13], a cell of $\mathcal{A}$ is a tuple $C=\left(C_{1}, \ldots, C_{n}\right)$ with $C_{j} \neq \emptyset$ and $C_{j} \subset \mathcal{A}_{j}$ for $1 \leq j \leq n$. We define $\operatorname{type}(C):=\left(\operatorname{dim}\left(\operatorname{conv}\left(C_{1}\right)\right), \ldots, \operatorname{dim}\left(\operatorname{conv}\left(C_{n}\right)\right)\right)$ and $\operatorname{conv}(C):=\operatorname{conv}\left(C_{1}+\cdots+C_{n}\right)$ where the sum is carried out pointwise. A subdivision of $\mathcal{A}$ is a collection of cells $\mathfrak{C}=\left\{C^{1}, \ldots, C^{m}\right\}$ of $\mathcal{A}$ satisfying the following conditions:

- $\operatorname{dim}\left(\operatorname{conv}\left(C^{\ell}\right)\right)=n$ for $1 \leq \ell \leq m$,
- the intersection $\operatorname{conv}\left(C^{h}\right) \cap \operatorname{conv}\left(C^{\ell}\right) \subset \mathbb{R}^{n}$ is either the empty set or a face of both $\operatorname{conv}\left(C^{h}\right)$ and $\operatorname{conv}\left(C^{\ell}\right)$ for $1 \leq h<\ell \leq m$,
- $\bigcup_{\ell=1}^{m} \operatorname{conv}\left(C^{\ell}\right)=\operatorname{conv}(\mathcal{A})$.

Furthermore, we call the collection a fine mixed subdivision of $\mathcal{A}$ if

- for $1 \leq \ell \leq m, \operatorname{dim}\left(\operatorname{conv}\left(C_{j}^{\ell}\right)\right)=\# C_{j}^{\ell}-1$ and $\sum_{j=1}^{n} \operatorname{dim}\left(\operatorname{conv}\left(C_{j}^{\ell}\right)\right)=n$.

The mixed volume $\mathcal{M}(\mathcal{A})$ can be computed as the sum of the $n$-dimensional volumes of the convex hulls of all the type $(1, \ldots, 1)$ cells (also called mixed cells) in a fine mixed subdivision (see [13, Theorem 2.4.]). For short, we write $1_{n}:=(1, \ldots, 1) \in\left(\mathbb{Z}_{\geq 0}\right)^{n}$.

A standard lifting process can be used to obtain subdivisions of $\mathcal{A}$ (see [13, Section 2]): For $1 \leq j \leq n$, let $\omega_{j}: \mathcal{A}_{j} \rightarrow \mathbb{R}$ be an arbitrary function. The tuple $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ is called a lifting function for $\mathcal{A}$. The graph of any subset $C_{j}$ of $\mathcal{A}_{j}$ under $\omega_{j}$ will be denoted by $C_{j}\left(\omega_{j}\right) \subset \mathbb{R}^{n+1}$ and $\left(C_{1}\left(\omega_{1}\right), \ldots, C_{n}\left(\omega_{n}\right)\right)$ will be denoted by $C(\omega)$. The set of cells $C$ of $\mathcal{A}$ such that $\operatorname{conv}(C(\omega))$ is an $n$-dimensional face of $\operatorname{conv}(\mathcal{A}(\omega))$ whose inner normal vector has a positive last coordinate (that is, $\operatorname{conv}(C(\omega))$ is a lower facet of $\operatorname{conv}(\mathcal{A}(\omega))$ ) is a subdivision of $\mathcal{A}$ which will be denoted by $S_{\omega}(\mathcal{A})$. Moreover, for a generic lifting function, $S_{\omega}(\mathcal{A})$ is a fine mixed subdivision of $\mathcal{A}$. From this lifting, the mixed cells in the subdivision can be obtained algorithmically by means of linear programming based procedures. In [4], an algorithm following this approach is presented with worst-case complexity $\left(\max _{i} \# \mathscr{A}_{i}\right)^{o(n)}$ under certain mild assumptions. Successive improvements to this algorithm can be found in [21] and [6]. The dynamic enumeration procedure described in [23] appears to be the fastest known up until now. A different, dynamic approach, which does not use a random lifting function, is given in [28].

Let $F=\left(f_{1}, \ldots, f_{n}\right)$ be a sparse system supported on $\mathcal{A}$ given by polynomials $f_{j}=\sum_{q \in \mathcal{A}_{j}} a_{j, q} X^{q}$. For a given lifting function $\omega$, we denote by $F^{\omega}:=\left(f_{1}^{\omega_{1}}, \ldots, f_{n}^{\omega_{n}}\right)$ the sparse system in $K\left[X_{1}, \ldots, X_{n}, y\right]$ supported on $\mathcal{A}(\omega)$ defined by $f_{j}^{\left(\omega_{j}\right.}(X, y)=\sum_{q \in \mathcal{A}_{j}} a_{j, q} X^{q} y^{\omega_{j}(q)}$ for $1 \leq j \leq n$.

The stable mixed volume of a given family of supports $\mathfrak{A}=\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right)$ (see [14]) is defined as follows: consider $\mathcal{A}^{0}=\left(\mathcal{A}_{1}^{0}, \ldots, \mathcal{A}_{n}^{0}\right)$ the family of supports $\mathcal{A}_{j}^{0}:=\mathcal{A}_{j} \cup\{0\}$. Let $k$ be a positive integer and $\omega^{0}=\left(\omega_{1}^{0}, \ldots, \omega_{n}^{0}\right)$ a lifting for $\mathcal{A}^{0}$ defined by $\omega_{j}^{0}(q)=0$ if $q \in \mathcal{A}_{j}$ and $\omega_{j}^{0}(0)=k$ if $0 \notin \mathcal{A}_{j}$. The stable mixed volume of $\mathcal{A}$, denoted by $\mathcal{\mathcal { M }}(\mathcal{A})$, is defined as the sum of the mixed volumes of all the cells in $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ induced by facets having inner normal vectors with non-negative entries.

## 3. Theoretic results

### 3.1. Deformation of polynomial systems

Our algorithm to solve sparse polynomial systems relies on homotopic deformation techniques as many procedures appearing in the literature [29,13,7,16]. The solutions to these deformed systems can be seen alternatively as curves or points depending on the base field we consider. The following lemmas relate both points of view.

Lemma 1. Let $P=\left(p_{1}, \ldots, p_{n}\right)$ in $K\left[T, X_{1}, \ldots, X_{n}\right]^{n}$. For every isolated zero $\xi_{0} \in K^{n}$ of $P\left(\tau_{0}, X\right)$, there exists a one-dimensional irreducible component $V$ of $\left\{(\tau, \xi) \in K^{n+1} \mid P(\tau, \xi)=0\right\}$ such that $\left(\tau_{0}, \xi_{0}\right) \in V$ and the projection $\pi_{T}$ to the first coordinate satisfies $\overline{\pi_{T}(V)}=K$ (that is, $\pi_{T}$ is a dominant map from $V$ to $K$ ).
Proof. Taking into account that $P$ consists of $n$ polynomials in $n+1$ variables, it follows that ( $\tau_{0}, \xi_{0}$ ) lies in an irreducible component $V$ of dimension at least 1 of its solution set in $K^{n+1}$. Moreover, as $\left(\tau_{0}, \xi_{0}\right)$ is an isolated point in $V \cap\left\{T=\tau_{0}\right\}$, the dimension of $V$ is exactly 1 and $\overline{\pi_{T}(V)}=K$.
Lemma 2. Let $P=\left(p_{1}, \ldots, p_{n}\right)$ in $K\left[T, X_{1}, \ldots, X_{n}\right]^{n}$ and let $W$ be the union of all irreducible components $V$ of $\left\{(\tau, \xi) \in K^{n+1} \mid\right.$ $P(\tau, \xi)=0\}$ of dimension 1 such that $\pi_{T}$ is a dominant map from $V$ to $K$. For every $z \in K^{n}$ such that $(0, z) \in W$, there exists a Puiseux series $x_{z} \in\left\{x \in \overline{K(T)}^{n} \mid P(x)=0\right\}$ such that $x_{z}(0)=z$.
Proof. Let $\mathfrak{I}(W) \subset K[T, X]$ be the defining ideal of $W$. Consider the extended ideal $\Im(W)^{e} \subset K(T)[X]$ and let $W^{e}$ be the zero-dimensional variety defined by this ideal in $\overline{K(T)}^{n}$. Let $u$ be a linear form satisfying the conditions in [1, Lemma 12.32] (note that this implies that $u$ separates the points in $W \cap\{T=0\}$ ) and, following [1, Section 12.4], let $\widehat{\chi}_{u}(Y), \widehat{\varphi}_{u, 1}(Y)$, $\widehat{\varphi}_{u, X_{i}}(Y) \in K[T][Y]$, for $1 \leq i \leq n$, be polynomials giving geometric resolutions of both $W^{e}$ and $W$.

Let $(0, z) \in W$, then $(0, u(z))$ lies in the curve $\left\{(\tau, y) \in K^{2} \mid \widehat{\chi}_{u}(\tau, y)=0\right\}$. By [30, Chapter IV, Theorem 2.3], there exists $y_{z}$ in $\left\{y \in \overline{K(T)} \mid \widehat{\chi}_{u}(y)=0\right\}$ such that $\lim _{T \rightarrow 0} y_{z}=u(z)$. For $1 \leq i \leq n$, let $\left(x_{z}\right)_{i}=\widehat{\varphi}_{u, X_{i}}\left(y_{z}\right) / \widehat{\varphi}_{u, 1}\left(y_{z}\right)$. Then $x_{z} \in W^{e}$, and, by [1, Section 12.5], $z^{\prime}:=\lim _{T \rightarrow 0} x_{z}$ exists and $\left(0, z^{\prime}\right)$ is a point in $W$. As $u\left(x_{z}\right)=y_{z}$, then $u\left(z^{\prime}\right)=\lim _{T \rightarrow 0} u\left(x_{z}\right)=\lim _{T \rightarrow 0} y_{z}=u(z)$. By the separating assumptions on $u$, we conclude that $z=z^{\prime}$.

### 3.2. Generic sparse systems

In this section, we present some theoretic results on generic sparse systems and their supports which will imply the correctness of our algorithm.

Let $\mathcal{A}=\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}\right)$ be a family of finite subsets of $\left(\mathbb{Z}_{\geq 0}\right)^{n}$ and let $P=\left(p_{1}, \ldots, p_{n}\right)$ be a generic sparse system of polynomials in $K\left[X_{1}, \ldots, X_{n}\right]$ supported on $\mathcal{A}$ where $p_{j}=\sum_{q \in \mathcal{A}_{j}}^{-} c_{j, q} X^{q}$. Suppose that $0 \notin \bigcap_{j=1}^{n} \mathcal{A}_{j}$. By [14] and Lemma 2, the isolated common zeroes of $P$ can be obtained as the limits when $t \rightarrow 0$ of the solutions of the deformed system $P^{0}=\left(p_{1}^{0}, \ldots, p_{n}^{0}\right)$ where, for $j=1, \ldots, n$,

$$
p_{j}^{0}:= \begin{cases}p_{j} & \text { if } 0 \in \mathcal{A}_{j} \\ p_{j}+c_{j, 0} t^{k} & \text { if } 0 \notin \mathcal{A}_{j}\end{cases}
$$

with $c_{j, 0} \in K$ generic if $0 \notin \mathcal{A}_{j}$ and $k \in \mathbb{N}$ (here, $t$ is a new variable). More precisely, for every $I \subset\{1, \ldots, n\}$, the isolated common zeroes of the system $P$ in

$$
O_{I}:=\left\{x \in K^{n} \mid x_{i}=0 \Longleftrightarrow i \in I\right\}
$$

are obtained from the ones of $P^{0}$ which are of the type

$$
x(t)=\left(\xi_{1} t^{\gamma_{1}}+o\left(t^{\gamma_{1}}\right), \ldots, \xi_{n} t^{\gamma_{n}}+o\left(t^{\gamma_{n}}\right)\right),
$$

with

$$
\gamma_{i}=0 \text { if } i \notin I \text { and } \gamma_{i}>0 \text { if } i \in I,
$$

where $o\left(t^{\gamma_{i}}\right)$ denotes a Puiseux series where all the terms have exponents in $t$ greater than $\gamma_{i}$. Moreover, the initial exponents $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ are the first $n$ coordinates of the inner normal vectors $(\gamma, 1) \in \mathbb{Q}^{n+1}$ of the facets of $\operatorname{conv}\left(\mathcal{A}^{0}\right)$ where $\mathcal{A}^{0}=\left(\mathcal{A}_{1}^{0}, \ldots, \mathcal{A}_{n}^{0}\right)$ is the family of supports of $P^{0}$. Furthermore, $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in\left(K^{*}\right)^{n}$ is a solution of the system $P_{C}^{0}=\left(\left(p_{1}^{0}\right)_{C_{1}}, \ldots,\left(p_{n}^{0}\right)_{C_{n}}\right)$ supported on the cell $C=\left(C_{1}, \ldots, C_{n}\right)$ of the subdivision $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ with associated normal vector $\gamma$, where

$$
\left(p_{j}^{0}\right)_{c_{j}}:=\sum_{q \in C_{j}} c_{j, q} X^{q}
$$

Note that, in this case, $\lim _{t \rightarrow 0} x(t)=\tilde{\xi}$, where $\tilde{\xi}_{i}=\xi_{i}$ if $i \notin I$ and $\tilde{\xi}_{i}=0$ if $i \in I$.
Remark 3. If $P$ has isolated roots in $O_{I}$, there is a cell $C \in S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ with positive mixed volume such that its associated normal vector $\gamma$ satisfies $\gamma_{i}=0$ for $i \notin I$ and $\gamma_{i}>0$ for $i \in I$.

For every $I \subset\{1, \ldots, n\}$, let $P_{I}$ be the system formed by the polynomials obtained by evaluating $X_{i}=0$ for every $i \in I$ in the polynomials $P$ and considering only those which do not vanish identically under this evaluation.
Lemma 4. Let $I \subset\{1, \ldots, n\}$ be such that the system $P$ has isolated roots in $O_{I}$. Then the system $P_{I}$ has exactly $n-\# I$ polynomials. In addition, for every cell $C$ of $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ whose associated normal vector $\gamma$ satisfies $\gamma_{i}=0$ if $i \notin I$ and $\gamma_{i}>0$ if $i \in I$, the system $P_{C}^{0}$ consists of the polynomials in $P_{I}$ and of \#I polynomials which become constants when evaluating $X_{i}=0$ for every $i \in I$.

Proof. As $P$ has isolated roots in $O_{I}, P_{I}$ has isolated roots in $O_{I}$, and then the number of polynomials in $P_{I}$ is at least $n-\# I$. In addition, as $P_{I}$ is a generic system, by Bernstein's theorem, choosing exactly $n-\# I$ of these polynomials, they share finitely many roots in $\left(K^{*}\right)^{n-\# I} \cong O_{I}$. Then, if there is any polynomial left in $P_{I}$, it will not vanish at any of these roots.

Now, let $C \in S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ be a cell such that its associated normal vector $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ satisfies $\gamma_{i}=0$ for $i \notin I$ and $\gamma_{i}>0$ for $i \in I$. For $j=1, \ldots, n$, let $\alpha_{j}:=\min \left\{\sum_{i=1}^{n} \gamma_{i} q_{i}+\omega_{j}^{0}(q): q \in \mathcal{A}_{j}^{0}\right\} \geq 0$. Then $C=\left(C_{1}, \ldots, C_{n}\right)$, where $C_{j}=\mathcal{A}_{j}^{0} \cap\left\{q \mid \sum_{i=1}^{n} \gamma_{i} q_{i}+\omega_{j}^{0}(q)=\alpha_{j}\right\}$.

Let $j_{1}, \ldots, j_{n-\# I}$ be the indices such that $P_{I}$ is obtained from $p_{j_{1}}, \ldots, p_{j_{n-\# I}}$. Note that, for each $1 \leq k \leq n-\# I$, at least one of the monomials in $p_{j_{k}}$ does not lie in $\left\langle X_{i}: i \in I\right\rangle$; then, for the exponent $q \in \mathcal{A}_{j_{k}}$ of this monomial we have that $\sum_{i=1}^{n} \gamma_{i} q_{i}+\omega_{j_{k}}^{0}(q)=0$ and, therefore, $\alpha_{j_{k}}=0$. Thus, the exponent vector of each monomial in $\left(p_{j_{k}}\right)_{I}$ is in $C_{j_{k}}$. Moreover, for each $q$ such that $X^{q} \in\left\langle X_{i}: i \in I\right\rangle$, we have that $q_{i_{0}}>0$ for some $i_{0} \in I$ and so, $\sum_{i=1}^{n} \gamma_{i} q_{i} \geq \gamma_{i_{0}} q_{i_{0}}>0$ implying that $q \notin C_{j_{k}}$. Finally, if $0 \notin \mathcal{A}_{j_{k}}$, then $\omega_{j_{k}}^{0}(0)>0$ and then, $0 \notin C_{j_{k}}$. We conclude that $C_{j_{k}}$ consists exactly of the exponents of monomials in $\left(p_{j_{k}}\right)_{I}$ (considered as $n$-variate polynomials).

For $j \notin\left\{j_{1}, \ldots, j_{n-\# I}\right\}$, each monomial of $p_{j}$ lies in the ideal $\left\langle X_{i}: i \in I\right\rangle$. Then, $\left(p_{j}^{0}\right)_{C}$ is a sum of monomials in $\left\langle X_{i}: i \in I\right\rangle$ and (possibly) a constant term; therefore, it becomes constant when evaluating $X_{i}=0$ for every $i \in I$.

Let $S_{\omega}\left(\mathcal{A}^{0}\right)$ be the subdivision of $\mathcal{A}^{0}$ induced by a lifting function $\omega$ such that $\omega_{j}(q) \in \mathbb{R}_{\geq 0}$ for each $q \in \mathcal{A}_{j}$ and $\omega_{j}(0)=$ $k \gg 0$ if $0 \notin \mathcal{A}_{j}$. Using [16, Lemma 2.1], it follows that for a generic $\omega, S_{\omega}\left(\mathcal{A}^{0}\right)$ is a fine mixed subdivision. In [7, Proposition 1] it is proved that, taking $\omega_{j}(q) \in(0,1)$ for every $q \in \mathcal{A}_{j}$, if $k>n(n+1) d^{n}$ where $d=\max _{1 \leq j \leq n}\left\{q_{1}+\cdots+q_{n} \mid q \in \mathcal{A}_{j}\right\}$, the subdivision $S_{\omega}\left(\mathcal{A}^{0}\right)$ refines $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$. Similarly, taking $\omega_{j}(q) \in(0, M)$, the same holds if $k>n(n+1) d^{n} M$. We use this result to consider a lifting function $\omega$ taking non-negative integer values.
Remark 5. Let $C$ be a cell of $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$. Then $P_{C}^{0}$ has solutions in $\left(K^{*}\right)^{n}$ if and only if the cell $C$ has positive mixed volume, which is equivalent to the fact that it contains a cell of $S_{\omega}\left(\mathcal{A}^{0}\right)$ of type $1_{n}$.

For every $I \subset\{1, \ldots, n\}$, we denote by $J_{I}=\left\{j \in\{1, \ldots, n\} \mid \exists q \in \mathcal{A}_{j}: q_{i}=0 \forall i \in I\right\}$. Let $\pi_{I}: \mathbb{Z}^{n} \rightarrow \mathbb{Z}^{n-\# I}$ be the projection such that $\pi_{I}(q)=\left(q_{i}\right)_{i \notin I}$ and $\varphi_{I}: \mathbb{Z}^{n-\# I} \rightarrow \mathbb{Z}^{n}$ the map that inserts zeroes in the coordinates indexed by $i \in I$. We define $\mathcal{A}^{I}=\left(\mathcal{A}_{j}^{I}\right)_{j \in J_{I}}$ where $\mathcal{A}_{j}^{I}=\left\{\pi_{I}(q) \mid q \in \mathcal{A}_{j}, q_{i}=0 \forall i \in I\right\}$, and $\omega^{I}=\left(\omega_{j}^{I}\right)_{j \in J_{I}}$ where $\omega_{j}^{I}: \mathcal{A}_{j}^{I} \rightarrow \mathbb{Z}_{\geq 0}$ is defined as $\omega_{j}^{I}(\bar{q})=\omega_{j}\left(\varphi_{I}(\bar{q})\right)$ (note that $\mathcal{A}^{I}$ is the family of supports of the polynomials $P_{I}$ and $\omega^{I}$ is the lifting induced by $\omega$ over $\mathscr{A}^{I}$ ).

If $v \in \mathbb{R}^{s}$ and $C \subset \mathbb{R}^{s}$ is a compact set, we will write $C_{v}$ for the set of points in $C$ which minimize the inner product $\langle\cdot, v\rangle$.
Lemma 6. For every I such that $P$ has isolated roots in $O_{I}$ and any cell $C \in S_{\omega^{0}}\left(\mathscr{A}^{0}\right)$ with positive mixed volume and whose associated normal vector $\gamma$ satisfies $\gamma_{i}=0$ if $i \notin I$ and $\gamma_{i}>0$ if $i \in I$, each cell of type $1_{n-\# I}$ of $S_{\omega^{I}}\left(\mathcal{A}^{I}\right)$ is of the form $\pi_{I}(D):=\left(\pi_{I}\left(D_{j}\right)\right)_{j \in J_{I}}$ for a cell $D=\left(D_{1}, \ldots, D_{n}\right) \in S_{\omega}(C)$ of type $1_{n}$.
Proof. Without loss of generality, assume that $I=\{r+1, \ldots, n\}$ and $J_{I}=\{1, \ldots, r\}$. Then, by Lemma 4, for every cell $C$ satisfying the assumptions, $C_{j}=\mathcal{A}_{j}^{I} \times\{0\}$ for every $1 \leq j \leq r$, and therefore, $C_{j}\left(\omega_{j}\right) \simeq \mathcal{A}_{j}^{I}\left(\omega_{j}^{I}\right) \times\{0\}$ for every $1 \leq j \leq r$.

Let $D \in S_{\omega}(C)$ a cell of type $1_{n}$; that is, there exists $\mu \in \mathbb{Q}^{n}$ such that $C(\omega)_{(\mu, 1)}=\left(\sum_{j=1}^{n} C_{j}\left(\omega_{j}\right)\right)_{(\mu, 1)}=\sum_{j=1}^{n} C_{j}\left(\omega_{j}\right)_{(\mu, 1)}$ and, if $\pi$ denotes the projection to the first $n$ coordinates, $D_{j}=\pi\left(C_{j}\left(\omega_{j}\right)_{(\mu, 1)}\right) \forall 1 \leq j \leq n$.

Consider now the vector $\mu_{I}:=\pi_{I}(\mu)$. Then $\mathscr{A}^{I}\left(\omega^{I}\right)_{\left(\mu_{I}, 1\right)}=\sum_{j=1}^{r} \mathcal{A}_{j}^{I}\left(\omega_{j}^{I I}\right)_{\left(\mu_{I}, 1\right)}$. On the other hand, $C_{j}\left(\omega_{j}\right) \simeq \mathcal{A}_{j}^{I}\left(\omega_{j}^{I}\right) \times\{0\}$ implies that $C_{j}\left(\omega_{j}\right)_{(\mu, 1)} \simeq \mathcal{A}_{j}^{I}\left(\omega_{j}^{I}\right)_{\left(\mu_{I}, 1\right)} \times\{0\}$ and, therefore, the cell of $\mathcal{A}^{I}$ associated with $\mu_{I}$ is $\left(\pi_{I}\left(D_{1}\right), \ldots, \pi_{I}\left(D_{r}\right)\right)$. Since, for $1 \leq j \leq r, D_{j} \subset C_{j}$, we have that $D_{j}=\pi_{I}\left(D_{j}\right) \times\{0\}$. It follows that $\left(\pi_{I}\left(D_{1}\right), \ldots, \pi_{I}\left(D_{r}\right)\right)$ is a cell of $S_{\omega^{I}}\left(\mathcal{A}^{I}\right)$ of type $1_{r}$.

Conversely, let $D^{I}=\left(D_{1}^{I}, \ldots, D_{r}^{I}\right)$ be a type $1_{r}$ cell in the subdivision $S_{\omega^{I}}\left(\mathscr{A}^{I}\right)$ for $I$ satisfying the assumptions of the lemma. If $\left(\mu_{I}, 1\right)$ is the inner normal vector to $\mathcal{A}^{I}\left(\omega^{I}\right)$ giving the facet associated with $D^{I}$, we have that $\mu_{I}$ is the vector of exponents of the initial terms of a solution $\xi(y)$ to the system $P_{I}^{\omega^{I}}(X, y)$.

Let $C$ be a cell in $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ with positive mixed volume and whose associated normal vector $\gamma$ satisfies $\gamma_{i}=0$ if $i \notin I$ and $\gamma_{i}>0$ if $i \in I$. Consider the system $P_{C}^{0}$. By Lemma 4, this system consists of the polynomials $P_{I}$ and \#I polynomials which become constant when specializing $X_{i}=0$ for $i \in I$. Then, the system $\left(P_{C}^{0}\right)^{\omega}(X, y)$ consists of the polynomials $P_{I}^{\omega^{I}}(X, y)$ plus \#I polynomials. Now, each solution to $P_{I}^{\omega^{I}}(X, y)=0$ leads to a solution to $\left(P_{C}^{0}\right)^{\omega}(X, y)=0$ (by the genericity assumption on the system $P$ and Bernstein's theorem) and so, there exists a solution $\tilde{\xi}(y)$ such that its first $r$ coordinates are formed by the vector $\xi(y)$. Note that the vector $\mu$ of exponents of the initial terms of the coordinates of $\widetilde{\xi}(y)$ satisfies that $(\mu, 1)$ is the inner normal vector to a facet of $C(\omega)$ producing a cell $D$ of type $1_{n}$ in the subdivision $S_{\omega}(C)$.

Finally, our previous arguments imply that $D^{I}$ is the projection of $D$.

## 4. The algorithm

Let $F=\left(f_{1}, \ldots, f_{n}\right) \in \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]^{n}$ be a vector of polynomials with supports $\mathscr{A}=\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right)$. Our algorithm computes a finite set containing the isolated common zeroes of $F$. Let $G=\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]^{n}$ be generic polynomials
with the same supports $\mathcal{A}$. Consider the homotopic deformation

$$
H(T, X)=(1-T) \cdot F(X)+T \cdot G(X)
$$

where $T$ is a new variable.
By Lemma 1, for every isolated zero $z \in \mathbb{C}^{n}$ of $F$, there exists a one-dimensional irreducible component $V$ of $\{(\tau, \xi) \in$ $\left.\mathbb{C}^{n+1} \mid H(\tau, \xi)=0\right\}$ such that $(0, z) \in V$ and $\overline{\pi_{T}(V)}=\mathbb{C}$. These one-dimensional irreducible components correspond to isolated zeroes of $H$ in $(\overline{\mathbb{C}(T)})^{n}$ considered as polynomials in the variables $X$ with coefficients in $\mathbb{Q}[T]$ (see Lemma 2 ). Then, to find the isolated common zeroes of $F$, we deal with these isolated solutions. In order to find them, we adapt the polyhedral deformation techniques introduced in [13,14] and refined in [7], using symbolic methods as in [16].

Note that $H=\left(h_{1}, \ldots, h_{n}\right)$ are generic polynomials with supports $\mathcal{A}=\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}\right)$ and, therefore, all the results in Section 3.2 hold.

Our algorithm takes as part of the input the mixed cells in a fine mixed subdivision of $\mathcal{A}^{0}=\left(\mathcal{A}_{1}^{0}, \ldots, \mathcal{A}_{n}^{0}\right)$, where $\mathcal{A}_{j}^{0}=\mathcal{A}_{j} \cup\{0\}$ for every $1 \leq j \leq n$, induced by a lifting $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ such that $\omega_{j}(q) \in \mathbb{Z}_{\geq 0}$ for each $q \in \mathcal{A}_{j}$ and $\omega_{j}(0)=k$ if $0 \notin \mathcal{A}_{j}$, where $k \in \mathbb{Z}_{\geq 0}$ is fixed. A lifting constructed by randomly choosing $\omega_{j}(q) \in \mathbb{Z}_{\geq 0} \cap[0, M]$ for each $q \in \mathcal{A}_{j}$, and $k$ in a fixed set of $M$ integers greater than $n(n+1) d^{n} M$ induces a fine mixed subdivision with probability as close to 1 as wanted provided $M$ is big enough (see Section 3.2). From this lifting, the mixed cells in the subdivision can be obtained algorithmically by means of linear programming based procedures, being the one in [23] the most efficient we know. We are going to consider this step as a pre-processing and, therefore, our complexity estimates will not include its cost.

In a first step, the algorithm finds a set $\ell$ of subsets $I \subset\{1, \ldots, n\}$ such that the system $H$ may have isolated solutions in $O_{I}=\left\{x \in \overline{\mathbb{C}}(T)^{n} \mid x_{i}=0 \Longleftrightarrow i \in I\right\}$ and then, it computes these solutions by solving the systems $H_{I}$ in $\left(\overline{\mathbb{C}(T)}{ }^{*}\right)^{n-\# I}$ and inserting zeroes in the coordinates indexed by $i \in I$. From these solutions, by taking the limits for $T \rightarrow 0$, the isolated zeroes of the input system $F$ are obtained.
Finding the set $\ell$. For every $D \in S_{\omega}\left(\mathscr{A}^{0}\right)$ of type $1_{n}$, compute the normal vector $(\gamma, 1)$ to $\operatorname{conv}\left(D\left(\omega^{0}\right)\right)$. Discard the cells such that $\gamma_{i}<0$ for some $i$. Using Remarks 3 and 5 , we have that $\ell=\left\{I \subset\{1, \ldots, n\} \mid \exists \gamma\right.$ such that $\left.\gamma_{i}>0 \Longleftrightarrow i \in I\right\}$.

In order to use it as input in the next step, we compute simultaneously $\ell$ and, for every $I \in \ell$, the set $S_{I}$ of all the cells of type $1_{n-\# I}$ of $S_{\omega^{I}}\left(\mathcal{A}^{I}\right)$. Note that, by Lemma 6 , for each $I \in \ell$, it suffices to take a cell $C \in S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ whose normal vector satisfies $\left\{i \mid \gamma_{i}>0\right\}=I$ and to consider $S_{I}=\left\{\pi_{I}(D) \mid D \in S_{\omega}(C)\right.$ of type $\left.1_{n-\# I}\right\}$.

To do this computation, for each cell $D \in S_{\omega}\left(\mathcal{A}^{0}\right)$ of type $1_{n}$, consider ( $D, \gamma, \chi_{\gamma}$ ), where $\gamma$ is the normal vector associated with $D$ and $\chi_{\gamma}$ is defined as $\left(\chi_{\gamma}\right)_{i}=0$ if $\gamma_{i}=0$ and $\left(\chi_{\gamma}\right)_{i}=1$ if $\gamma_{i}>0$. Apply a standard sorting algorithm to order these vectors lexicographically in the coordinates $\chi_{\gamma}$. For each different $\chi=\chi_{\gamma}$ in the list, the algorithm adds the set $I=\left\{i \mid \chi_{i}=1\right\}$ to $\ell$, takes the first element $(D, \gamma, \chi)$ and forms the set $S_{I}$ using all other $\left(D^{\prime}, \gamma, \chi\right)$ with the same $\gamma$. The remaining triples with the same coordinate $\chi$ are discarded.

Remark 7. Due to Remark 5, each $I$ in the set $\ell$ constructed in this step corresponds to at least one of the cells $C \in S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ contributing to the stable mixed volume computation in [14].

Solving the system $H_{I}$ for $I \in \ell$. Given $I \in \ell$, consider $J_{I}=\left\{j \in\{1, \ldots, n\} \mid \exists q \in \mathcal{A}_{j}: q_{i}=0 \forall i \in I\right\}$. If $\# J_{I} \neq n-$ \#I, discard $I$. Otherwise, consider $F_{I}$ and $G_{I}$ the systems formed by the polynomials obtained by evaluating $X_{i}=0$ for every $i \in I$ in the polynomials $F$ and $G$ respectively and considering only the non-vanishing ones. Then, $H_{I}=(1-T) F_{I}+T G_{I}$. To find the solutions of $H_{I}=0$ in $\left(\overline{\mathbb{C}(T)^{*}}\right)^{n-\# I}$, we start by solving the generic system $G_{I}$ (which has $n-\# I$ equations) in ( $\left.\mathbb{C}^{*}\right)^{n-\# I}$.

The solutions of $G_{I}$ are obtained by using the set of cells $S_{I}$ computed before, which are the cells of type $1_{n-\# I}$ in the fine mixed subdivision $S_{\omega^{I}}\left(\mathscr{A}^{I}\right)$, as input of the algorithm in [16, Section 5] (which will be referred to as ToricSolve). This algorithm produces a geometric resolution of the set of common zeroes of $G_{I}$ in $\left(\mathbb{C}^{*}\right)^{n-\# I}$ (note that the algorithm in [16] computes the isolated common roots of a system in the torus without any assumptions on its support).

As the system $G_{I}$ is generic, from a geometric resolution of the common zeroes of $G_{I}$ in $\left(\mathbb{C}^{*}\right)^{n-\# l}$, a geometric resolution of


Finally, by adding the polynomial zero for the coordinates indexed by $i \in I$ to the geometric resolution obtained, we get a geometric resolution of a finite set containing all the isolated zeroes of $H$ in $O_{I}$.

Remark 8 (See [16, Theorem 6.2]). With the previous assumptions and notations, the algorithm described above has complexity

$$
O\left(\left((n-\# I)^{3} N_{I} \log Q_{I}+(n-\# I)^{\Omega+1}\right) M\left(\mathscr{D}_{I}\right)\left(M\left(\Upsilon_{I}\right)\left(M\left(\mathscr{D}_{I}\right)+M\left(E_{I}\right)\right)+M\left(E_{I}^{\prime}\right)\right)\right)
$$

where $N_{I}:=\sum_{j \in J_{I}} \#\left(\mathcal{A}_{j}^{I}\right), \mathcal{Q}_{I}:=\max \left\{\|q\| \mid q \in \bigcup_{j \in J_{I}} \mathcal{A}_{j}^{I}\right\}, \mathcal{D}_{I}:=\mathcal{M}\left(\mathcal{A}^{I}\right), \Upsilon_{I}:=\max \left\|\mu_{I}\right\|$ where the maximum is taken over all normal vectors to cells of type $1_{n-\# I}$ in $S_{\omega^{I}}\left(\mathcal{A}^{I}\right), E_{I}:=\mathcal{M}\left(\Delta_{n-\# I} \times\{0\},\left(\mathcal{A}_{j}^{I}\left(\omega_{j}^{I}\right)\right)_{j \in J_{I}}\right)$, and $E_{I}^{\prime}:=\mathcal{M}\left(\{0\} \times \Delta_{n-\# I}\right.$, $\left.\left(\{0,1\} \times \mathcal{A}_{j}^{I}\right)_{j \in J_{I}}\right)$, where $\Delta_{n-\# I}$ is the set of vertices of the standard simplex of $\mathbb{R}^{n-\# I}$.

This algorithm works with any sufficiently generic linear form. As we want to join all the previous geometric resolutions in order to obtain a geometric resolution of all the isolated zeroes of $H$, we work with a unique linear form $u=\sum_{1 \leq i \leq n} u_{i} \cdot X_{i}$. When dealing with a specific $I$, we consider $u_{I}=\sum_{i \notin I} u_{i} \cdot X_{i}$. Note that, for every zero $x$ of $H_{I}, u_{I}(x)=u\left(\varphi_{I}(x)\right)$ and, therefore,
the computed geometric resolution represents the isolated zeroes of $H$ in $O_{I}$ using the linear form $u$. As a generic linear form meets all the requirements, we choose the coefficients of $u$ at random from a sufficiently large set in $\left(\mathbb{Z}_{\geq 0}\right)^{n}$.

Joining geometric resolutions. By repeating the procedure in the previous step for every $I \in \ell$ using the same separating linear form, we obtain a family of geometric resolutions $\widetilde{R}_{I}$ representing all the isolated zeroes of $H$ in $(\overline{\mathbb{C}(T)})^{n}$. From them, a single geometric resolution $R=\left\{M_{u}(T, Y), V_{1}(T, Y), \ldots, V_{n}(T, Y)\right\}$ representing all these points is obtained noticing that, if $\left\{q, q_{0}, w_{1}, \ldots, w_{n}\right\}$ and $\left\{\tilde{q}, \tilde{q}_{0}, \tilde{w}_{1}, \ldots, \tilde{w}_{n}\right\}$ are geometric resolutions of disjoint sets with $q$ and $\tilde{q}$ relatively prime polynomials, then $\left\{q \tilde{q}, q_{0} \tilde{q}+\tilde{q}_{0} q, w_{1} \tilde{q}+\tilde{w}_{1} q, \ldots, w_{n} \tilde{q}+\tilde{w}_{n} q\right\}$ is a geometric resolution of their union.

Computing the isolated roots of $F$. The limit of the geometric resolution $R$ when $T \rightarrow 0$ is obtained as in [16, Section 6.2]: compute $a(Y)=\operatorname{gcd}\left(M_{u}(0, Y),\left(\partial M_{u} / \partial Y\right)(0, Y)\right)$ and the polynomials $m_{u}(Y)=M_{u}(0, Y) / a(Y), b(Y)=\left(\left(\partial M_{u} / \partial Y\right)(0, Y) /\right.$ $a(Y))^{-1} \bmod m_{u}(Y)$, and $v_{i}(Y)=b(Y) V_{i}(0, Y) / a(Y) \bmod m_{u}(Y)(1 \leq i \leq n)$. Then, $r=\left(m_{u}, v_{1}, \ldots, v_{n}\right)$ is a geometric resolution of a finite set containing all the isolated zeroes of the input system $F$ in $\mathbb{C}^{n}$.

The complexity of the algorithm is stated in the following Theorem.
Theorem 9. Let $F=\left(f_{1}, \ldots, f_{n}\right)$ in $\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]^{n}$ be a sparse polynomial system supported on $\mathfrak{A}=\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}\right)$. Algorithm AffineSolve is a probabilistic procedure that, taking as input the sparse encoding of $F$ and the mixed cells in a suitable fine mixed subdivision of $\mathscr{A}^{0}$, computes a geometric resolution of a finite set of points including the isolated common zeroes of $F$ within complexity

$$
O\left(n^{\Omega} \Gamma+\left(n^{3} N \log Q+n^{\Omega+1}\right) M(\mathscr{D})\left(M(\Upsilon)(M(\mathscr{D})+M(\mathscr{E}))+M\left(\mathscr{E}^{\prime}\right)\right)\right)
$$

where

- $\Gamma$ is the number of type $1_{n}$ cells in $S_{\omega}\left(\mathcal{A}^{0}\right)$
- $N:=\sum_{1 \leq j \leq n} \#\left(\mathcal{A}_{j}\right)$
- $\mathcal{Q}:=\max \left\{\|q\| \mid q \in \bigcup_{1 \leq j \leq n} \mathscr{A}_{j}\right\}$
- $\mathfrak{D}:=\mathcal{M}(\mathcal{A})$
- $\Upsilon:=\max \|\mu\|$ where the maximum is taken over all normal vectors to cells of type $1_{n}$ in $S_{\omega}(\mathcal{A})$
- $\mathcal{E}:=\varsigma \mathcal{M}\left(\Delta_{n} \times\{0\}, \mathcal{A}_{1}\left(\omega_{1}\right), \ldots, \mathcal{A}_{n}\left(\omega_{n}\right)\right)$ (here, $\Delta_{n}$ is the set of vertices of the $n$-dimensional standard simplex)
- $\mathcal{E}^{\prime}:=я \mathcal{M}\left(\{0\} \times \Delta_{n},\{0,1\} \times \mathcal{A}_{1}, \ldots,\{0,1\} \times \mathcal{A}_{n}\right)$.

Proof. The correctness of the algorithm follows from the results in Section 3.2. Now, we are going to prove our complexity estimate.

Each of the $\Gamma$ normal vectors in the first step can be obtained in $O\left(n^{\Omega}\right)$ operations using standard effective linear algebra techniques. We discard the ones with negative entries within the same order of complexity.

The determination of the set $\ell$ and the sets of cells $S_{I}$ for every $I \in \ell$ can be carried out in $O(n \log (\mathcal{M}(A)) \& \mathcal{M}(A))$ by applying a standard sorting algorithm (once the list is sorted, the rest of the step can be completed without changing the order of complexity).

For each $I \in \ell$, the complexity of the computation of $\widetilde{R}_{I}$ is the one stated in Remark 8. Now we have to estimate the sum of all these complexities. Note that $N_{I} \leq N, \mathcal{Q}_{I} \leq \mathcal{Q}$ and $\Upsilon_{I} \leq \Upsilon$ for every $I \in \ell$. By Remark $7, \sum_{I \in \ell} \mathscr{D}_{I} \leq \mathscr{D}$, and then $\sum_{I \in \ell} M\left(\mathscr{D}_{I}\right) \leq M(\mathscr{D})$. In addition, considering for each $I \in \ell$ an associated cell $C$ from the stable mixed volume computation in [14] for the support sets $\mathcal{A}$, and looking for a corresponding cell in the computation of the stable mixed volume of $\left(\Delta_{n} \times\{0\}, \mathscr{A}_{1}\left(\omega_{1}\right), \ldots, A_{n}\left(\omega_{n}\right)\right)$, it follows that $\sum_{I \in \ell} E_{I} \leq \mathcal{E}$. Similarly, $\sum_{I \in \ell} E_{I}^{\prime} \leq \mathcal{E}^{\prime}$.

By using these upper bounds, we conclude that the overall complexity of the computation of the family of geometric resolutions $\left(\widetilde{R}_{I}\right)_{I \in \ell}$ representing the common zeroes of $H$ in $O_{I}$ for $I \in \ell$ is $O\left(\left(n^{3} N \log \mathbb{Q}+n^{\Omega+1}\right) M(\mathscr{D})(M(\Upsilon)(M(\mathscr{D})+\right.$ $\left.\left.M(\mathscr{E}))+M\left(\mathscr{E}^{\prime}\right)\right)\right)$. Each geometric resolution $\widetilde{R}_{I}$ involves polynomials of degree at most $D_{I}$ in the variable $Y$ with coefficients in $\mathbb{Q}[T]$ of degrees bounded by $E_{I}^{\prime}$.

Following the splitting strategy given in [8, Algorithm 10.3], a single geometric resolution $R$ representing the isolated zeroes of $H$ can be obtained from the previously computed $\left(\widetilde{R}_{I}\right)_{I \in \ell}$ within $O\left(n M(\mathscr{D}) M\left(\mathcal{E}^{\prime}\right)\right)$ operations in $\mathbb{Q}$ taking into account that all the polynomials involved in the intermediate computations have degrees bounded by $\mathscr{D}$ in the main variable $Y$ and their coefficients are polynomials in $\mathbb{Q}[T]$ with degrees bounded by $\mathcal{E}^{\prime}$.

The complexity of the last step of the algorithm, performed as explained above, is $O\left(n M(\mathscr{D}) \mathscr{E}^{\prime}\right)$.

## Algorithm AffineSolve

Input: Polynomials $f_{1}, \ldots, f_{n}$ in $\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ with supports $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ encoded in sparse form, and the mixed cells in a fine mixed subdivision $S_{\omega}\left(\mathcal{A}^{0}\right)$.

1. For every $D \in S_{\omega}\left(\mathcal{A}^{0}\right)$ of type $1_{n}$ :

- Find the normal vector $(\gamma, 1)$ to $\operatorname{conv}\left(D\left(\omega^{0}\right)\right)$.
- If $\gamma_{i}<0$ for some $i$, discard $D$ and $\gamma$.

2. Compute $\ell=\left\{I \subset\{1, \ldots, n\} \mid \exists \gamma\right.$ such that $\left.\gamma_{i}>0 \Longleftrightarrow i \in I\right\}$ and, for each $I \in \ell$, the set $S_{I}$ of all the cells of type $1_{n-\# I}$ of $S_{\omega^{I}}\left(\mathcal{A}^{I}\right)$.
3. Choose coefficients in $\mathbb{Q}$ randomly to obtain polynomials $G=g_{1}, \ldots, g_{n}$ with supports $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$, and a linear form $u \in \mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$.
4. For every $I \in \ell$ such that $\# J_{I}=n-\# I$ :

- Find a geometric resolution $r_{I}$ of the common zeroes of $G_{I}$ in $\left(\mathbb{C}^{*}\right)^{n-\# I}$ by applying subroutine ToricSolve with the cells in $S_{I}$.
- Find a geometric resolution $R_{I}$ of the common zeroes of $H_{I}$ in $\left(\overline{\mathbb{C}(T)^{*}}\right)^{n-\# I}$ by applying subroutine NewtonHenselLifting to $r_{I}$.
- Insert zeroes in the coordinates indexed by $i \in I$ in $R_{I}$ to obtain a geometric resolution $\widetilde{R}_{I}$ representing the isolated common zeroes of $H$ in $O_{I}$.

5. From $\left(R_{I}\right)_{I \in l}$, compute a single geometric resolution $R$ representing the isolated zeroes of $H$.
6. Compute the geometric resolution $r=\lim _{T \rightarrow 0} R$.

Output: The geometric resolution $r$ of a finite set of points including the isolated zeroes of $F$.

## 5. Examples

In this section we present some examples illustrating how our algorithm works and some of its advantages with respect to previously known procedures.

We first show the different steps of our algorithm in a small well-known example taken from [13, Example 3]:
Example 1. Consider the bivariate polynomials

$$
\begin{aligned}
& f_{1}(x, y)=a y+b y^{2}+c x y^{3} \\
& f_{2}(x, y)=d x+e x^{2}+f x^{3} y
\end{aligned}
$$

with generic coefficients $a, b, c, d, e, f$. The family of supports of these polynomials is $\mathcal{A}=(\{(0,1),(0,2),(1,3)\},\{(1,0)$, $(2,0),(3,1)\})$. Fig. 1 shows the extended supports $\mathcal{A}^{0}$.


Fig. 1. Extended supports.
The input of our algorithm includes the polynomials $f_{1}$ and $f_{2}$ and the mixed cells in a fine mixed subdivision $S_{\omega}\left(\mathcal{A}^{0}\right)$ induced by a suitable generic lifting $\omega$. Fig. 2 depicts (the convex hulls of the cells in) a fine mixed subdivision of $\mathcal{A}^{0}$, where the mixed cells are $D_{0}, D_{3}, D_{4}, D_{5}, D_{6}$ and $D_{7}$.

In the first step, our algorithm computes the normal vectors $(\gamma, 1)$ to $\operatorname{conv}\left(D_{i}\left(\omega^{0}\right)\right)$ for $i=0,3,4,5,6,7$ and discards those with some negative coordinate:

| Cell | Normal vector | Non-negative entries? |
| :--- | :--- | :--- |
| $D_{0}$ | $(0,0,1)$ | Yes |
| $D_{3}$ | $(k,-k, 1)$ | No |
| $D_{4}$ | $(-k, k, 1)$ | No |
| $D_{5}$ | $(k, 0,1)$ | Yes |
| $D_{6}$ | $(0, k, 1)$ | Yes |
| $D_{7}$ | $(k, k, 1)$ | Yes |

Then, the set $\ell$ defined in step 2 of the algorithm is $\ell=\{\emptyset,\{1\},\{2\},\{1,2\}\}$; the associated systems and the mixed cells to solve them over $\mathbb{C}^{*}$ as in step 4 are:


Fig. 2. Fine mixed subdivision.

| $I$ | Associated system | $\pi_{I}\left(D_{i}\right) \in S_{I}$ |
| :--- | :--- | :--- |
| $\emptyset$ | $\begin{cases}a y+b y^{2}+c x y^{3} & \\ d x+e x^{2}+f x^{3} y & \pi_{\emptyset}\left(D_{0}\right)=(\{(0,1),(1,3)\},\{(1,0),(3,1)\}) \\ \{1\} & a y+b y^{2} \\ \{2\} & d x+e x^{2} \\ \{1,2\} & \emptyset\end{cases}$ | $\pi_{\{1\}}\left(D_{5}\right)=\{1,2\}$ |

For instance, for the particular system

$$
P=\left\{\begin{array}{l}
y+2 y^{2}-x y^{3}=0 \\
-x+3 x^{2}-2 x^{3} y=0
\end{array}\right.
$$

after inserting 0 in the corresponding coordinates in the geometric resolutions of the associated systems computed in step 4, the algorithm produces:

| $I$ | Associated system $P_{I}$ | Geometric resolution of roots |
| :--- | :--- | :--- |
| $\emptyset$ | $\left\{\begin{array}{c}y+2 y^{2}-x y^{3} \\ -x+3 x^{2}-2 x^{3} y\end{array}\right.$ | $\left\{\left(\frac{-3 z^{2}+4 z+4}{12 z^{2}+22 z+14}, \frac{-8 z^{2}-32 z-10}{12 z^{2}+22 z+14}\right) / 4 z^{3}+11 z^{2}+14 z+2=0\right\}$ |
| $\{1\}$ | $y+2 y^{2}$ | $\left\{(0, z) / z+\frac{1}{2}=0\right\}$ |
| $\{2\}$ | $-x+3 x^{2}$ | $\left\{(z, 0) / z-\frac{1}{3}=0\right\}$ |
| $\{1,2\}$ | $\emptyset$ | $\{(0,0)\}$ |

Finally, the algorithm obtains a single geometric resolution representing all the zeroes previously computed:

$$
\begin{aligned}
& \left\{\left(\frac{-10 z^{5}+47 z^{4}+70 z^{3}+18 z^{2}-2 z}{144 z^{5}+350 z^{4}+364 z^{3}+45 z^{2}-24 z-2}, \frac{-60 z^{5}-229 z^{4}-115 z^{3}+30 z^{2}+12 z}{144 z^{5}+350 z^{4}+364 z^{3}+45 z^{2}-24 z-2}\right) /\right. \\
& \left.\quad 24 z^{6}+70 z^{5}+91 z^{4}+15 z^{3}-12 z^{2}-2 z=0\right\}
\end{aligned}
$$

In the following example, we show a case in which our algorithm deals with systems in fewer variables than the procedures in [14,7].

Example 2. A generic system with the support sets of the Katsura 4 System from PoSSo test suite (see [7]):

$$
P=\left\{\begin{array}{l}
a_{11} X_{1}^{2}+a_{12} X_{2}^{2}+a_{13} X_{3}^{2}+a_{14} X_{4}^{2}+a_{15} X_{5}^{2}+a_{16} X_{5}=0 \\
a_{21} X_{1} X_{2}+a_{22} X_{2} X_{3}+a_{23} X_{3} X_{4}+a_{24} X_{4} X_{5}+a_{25} X_{4}=0 \\
a_{31} X_{1} X_{3}+a_{32} X_{2} X_{4}+a_{33} X_{4}^{2}+a_{34} X_{3} X_{5}+a_{35} X_{3}=0 \\
a_{41} X_{1} X_{4}+a_{42} X_{3} X_{4}+a_{43} X_{2} X_{5}+a_{44} X_{2}=0 \\
a_{51} X_{1}+a_{52} X_{2}+a_{53} X_{3}+a_{54} X_{4}+a_{55} X_{5}+a_{56}=0 .
\end{array}\right.
$$

According to [7, Example 6], $\mathcal{M}(\mathcal{A})=12$ and $\mathcal{M}(\mathcal{A})=16$. Moreover, there are only three cells $C^{1}, C^{2}$ and $C^{3}$ in $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ with positive mixed volume and non-negative normal vectors $\left(\gamma^{1}, 1\right)=(0,0,0,0,0,1),\left(\gamma^{2}, 1\right)=(0, k, 0, k, 0,1)$ and $\left(\gamma^{3}, 1\right)=(0, k, k, k, 0,1)$. Apart from solving the original system $P$ in $\left(\mathbb{C}^{*}\right)^{5}$, if $I^{2}=\{2,4\}$ and $I^{3}=\{2,3,4\}$, in order to obtain all the isolated roots of $P$ in $\mathbb{C}^{5}$, our algorithm only computes the zeroes of

$$
P_{I^{2}}=\left\{\begin{array}{l}
a_{11} X_{1}^{2}+a_{13} X_{3}^{2}+a_{15} X_{5}^{2}+a_{16} X_{5}=0 \\
a_{31} X_{1} X_{3}+a_{34} X_{3} X_{5}+a_{35} X_{3}=0 \\
a_{51} X_{1}+a_{53} X_{3}+a_{55} X_{5}+a_{56}=0
\end{array}\right.
$$

and

$$
P_{I^{3}}=\left\{\begin{array}{l}
a_{11} X_{1}^{2}+a_{15} X_{5}^{2}+a_{16} X_{5}=0 \\
a_{51} X_{1}+a_{55} X_{5}+a_{56}=0
\end{array}\right.
$$

in $\left(\mathbb{C}^{*}\right)^{3}$ and $\left(\mathbb{C}^{*}\right)^{2}$ respectively, and inserts zeroes in the corresponding coordinates.
However, following the approach in [7], three systems in five variables (one for each cell) have to be solved to find all the isolated solutions of the original system $P$ in $\mathbb{C}^{5}$.

Our last example shows an instance in which our algorithm deals with fewer systems (also in fewer variables) than the procedures in [14,7].
Example 3. Consider the following system of equations in three variables:

$$
P=\left\{\begin{array}{l}
a_{11} X_{1}^{2}+a_{12} X_{1}^{2} X_{2}^{2}+a_{13} X_{1} X_{3}+a_{14} X_{1} X_{2}^{2} X_{3}+a_{15} X_{3}^{4}+a_{16} X_{2}^{2} X_{3}^{4}=0 \\
a_{21} X_{1}^{4}+a_{22} X_{1}^{4} X_{2}^{2}+a_{23} X_{1}^{2} X_{3}+a_{24} X_{1}^{2} X_{2}^{2} X_{3}+a_{25} X_{3}^{4}+a_{26} X_{2}^{2} X_{3}^{4}=0 \\
a_{31} X_{1}+a_{32} X_{1} X_{2}^{2}+a_{33}+a_{34} X_{2}^{2}+a_{35} X_{3}+a_{36} X_{2}^{2} X_{3}=0
\end{array}\right.
$$

There are two cells $C^{1}$ and $C^{2}$ of $S_{\omega^{0}}\left(\mathcal{A}^{0}\right)$ with positive mixed volume whose normal vectors are $\gamma^{1}=\left(\frac{3 k}{4}, 0, \frac{k}{4}, 1\right)$ and $\gamma^{2}=\left(\frac{k}{3}, 0, \frac{k}{3}, 1\right)$. Both these normal vectors have nonzero coordinates for $I=\{1,3\}$. In order to compute the isolated solutions with $X_{1}=0, X_{2} \neq 0$ and $X_{3}=0$, our algorithm solves the associated system obtained by evaluating $X_{1}=0$ and $X_{3}=0$ in the original system and discarding the vanishing equations, which in this case is simply the equation

$$
P_{I}=\left\{a_{33}+a_{34} X_{2}^{2}=0\right.
$$

From this equation, the two isolated solutions of the system in $O_{I}$ are obtained.
On the other hand, the algorithm in [7] (as the one in [14]) requires solving two associated systems, each one supported in one of those cells:

$$
\begin{aligned}
& P_{C^{1}}=\left\{\begin{array}{l}
a_{13} X_{1} X_{3}+a_{14} X_{1} X_{2}^{2} X_{3}+a_{15} X_{3}^{4}+a_{16} X_{2}^{2} X_{3}^{4}+c_{1}=0 \\
a_{25} X_{3}^{4}+a_{26} X_{2}^{2} X_{3}^{4}+c_{2}=0 \\
a_{33}+a_{34} X_{2}^{2}=0
\end{array}\right. \\
& P_{C^{2}}=\left\{\begin{array}{l}
a_{11} X_{1}^{2}+a_{12} X_{1}^{2} X_{2}^{2}+a_{13} X_{1} X_{3}+a_{14} X_{1} X_{2}^{2} X_{3}=0 \\
a_{23} X_{1}^{2} X_{3}+a_{24} X_{1}^{2} X_{2}^{2} X_{3}+c_{2}=0 \\
a_{33}+a_{34} X_{2}^{2}=0
\end{array}\right.
\end{aligned}
$$

where $c_{1}$ and $c_{2}$ are generic constants. These systems have $8=\mathcal{M}\left(C^{1}\right)$ and $6=\mathcal{M}\left(C^{2}\right)$ isolated roots in $\left(\mathbb{C}^{*}\right)^{3}$ respectively. The algorithm in [7] has to compute all these 14 solutions (and replace their first and third coordinates by 0 ) to obtain the only two isolated solutions of the system in $O_{I}$.
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