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#### Abstract

Synthetic Aperture Radar (SAR) images are dificult to segment due to their characteristic noise, called speckle, which is multiplicative, non-gaussian and has a low signal to noise ratio. In this work we use the $\mathcal{G}^{H}$ distribution to model the SAR data from the different regions of the image. We estimate their statistical parameters and use them in a segmentation algorithm based on multiregion competition. We then apply this algorithm to segment simulated as well as real SAR images and evaluate the accuracy of the segmentation results obtained.
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## 1 Introduction

Several types of imaging devices employ coherent illumination as, for instance, Synthetic Aperture Radar (SAR), sonar, laser and ultrasound-B. The images generated by these devices are affected by a noise called speckle, a kind of degradation that does not obey the classical hypotheses of being Gaussian and additive. Speckle noise reduces the ability to extract information from the data, so specialized techniques are required to deal with such imagery. Identifying boundaries that separate different areas is one of the most important image understanding goals. High level image processing relies on precise and accurate boundaries, among other features. Finding boundaries between regions of different roughness is a hard task when data are contaminated by speckle noise. Speckled data can be statistically modeled using the family of $\mathcal{G}$ distributions [1], since these probability laws are able to describe the observed data better than other laws, specially in the case of rough and extremely rough areas. As a case of interest, in SAR images such situations are common when scanning urban spots or forests on undulated relief, and for them the more classical $\Gamma$ and $\mathcal{K}$ distributions do no exhibit good performance [12]. Under the $\mathcal{G}$ model, regions with different degrees of roughness can be characterized by the statistical parameters. Therefore, this information can be used to find boundaries between regions with different textures. The propose of this work is to use region competition methods
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under $\mathcal{G}^{H}$. We replace the hypothesis of Gaussian noise in the region competition functional [3] with the hypothesis of $\mathcal{G}^{H}$ distributed noise. The minimization of the resulting functional is performed via the level set formalism 4. This work is structured as follows, in section 2 we describe the $\mathcal{G}^{H}$ distribution, in section [3] we describe the segmentation process based on region competition and level set minimization, in section 4 we present the results on simulated and real images and our conclusions.

## 2 Image Model and the $\mathcal{G}^{H}$ Distribution

Monopolarized SAR images can be modeled as the product of two independent random variables: one corresponding to the backscatter $X$, which is a physical quantity that depends on the geometry and the electromagnetic characteristics of the sensed surface, and the other one corresponding to the speckle noise $Y$, the typical noise of coherent illumination devices. In this manner

$$
\begin{equation*}
Z=X \cdot Y \tag{1}
\end{equation*}
$$

models the return $Z$ in each pixel under the multiplicative model. For monopolarized data, the speckle noise $Y$ is modeled as a $\Gamma(n, n)$ distributed random variable, where $n$ is the number of looks, so its density is given by

$$
\begin{equation*}
f_{Y}(y)=\frac{n^{n}}{2^{n} \Gamma(n)} y^{n-1} \exp \left(-\frac{1}{2} n y\right), y>0 \tag{2}
\end{equation*}
$$

Also for this type of data, the backscatter $X$ is considered to obey a Generalized Inverse Gaussian law, denoted as $\mathcal{N}^{-1}(\alpha, \lambda, \gamma)$ [5]. This distribution has been proposed as a general model for backscattering, its density function being

$$
\begin{equation*}
f_{X}(x)=\frac{(\lambda / \gamma)^{\alpha / 2}}{2 K_{\alpha}(\sqrt{\lambda \gamma})} x^{\alpha-1} \exp \left(-\frac{1}{2}\left(\lambda x+\frac{\gamma}{x}\right)\right), x>0 \tag{3}
\end{equation*}
$$

The values of the statistical parameters $\gamma, \lambda$ and $\alpha$ are constrained to be: $\gamma>0$ and $\lambda \geq 0$ when $\alpha<0, \gamma>0$ and $\lambda>0$ when $\alpha=0$, and $\gamma \geq 0$ and $\lambda>0$ when $\alpha>0$. The function $K_{\alpha}$ is the modified Bessel function of the third kind.

The backscatter $X$ can exhibit different degrees of roughness and therefore, considering this characteristic, it could follow different models.

For smooth areas, such as pastures and many types of crops, a constant $\mathcal{C}$ distribution is an adequate model for $X$. For homogeneous and also for moderately heterogeneous areas, the $\Gamma$ distribution is a good model, and the corresponding distribution for the SAR data $Z$ is the $\mathcal{K}$ distribution .

In order to model a wide range of targets, ranging from rough to extremely rough targets, the reciprocal of Gamma $\Gamma^{-1}[1]$ and the Inverse Gaussian $\operatorname{IG}(\gamma, \lambda)$ distributions can be used. This in turn results in the $\mathcal{G}^{0}$ 67829, and the $\mathcal{G}^{H}$ distributions for the return $Z$, respectively. These distributions have the additional advantage of their mathematical tractability, when compared to the $\mathcal{K}$ distribution.

In this paper, we propose the use of the Inverse of Gamma distribution to model the backscatter $X$. This statistical law is the result of making $\alpha=-1 / 2$ in the Generalized Inverse Gaussian distribution $\mathcal{N}^{-1}(\alpha, \lambda, \gamma)$ so it becomes the $I G(\gamma, \lambda)$ distribution.

The density function of this distribution is given by (Eq. (4).

$$
\begin{equation*}
f_{X}(x)=\sqrt{\frac{\gamma}{2 \pi x^{3}}} \exp \left(-\frac{(\sqrt{\lambda} x-\sqrt{\gamma})^{2}}{2 x}\right), x>0 \tag{4}
\end{equation*}
$$

with $\lambda, \gamma>0$. The parameters $\gamma$ and $\lambda$ can be used to define a new pair of parameters $\omega$ and $\eta$, given by $\omega=\sqrt{\gamma \lambda}, \eta=\sqrt{\gamma / \lambda}$ so formula (41) can be rewritten as

$$
\begin{equation*}
f_{X}(x)=\sqrt{\frac{\omega \eta}{2 \pi x^{3}}} \exp \left(-\frac{1}{2} \omega \frac{(x-\eta)^{2}}{x \eta}\right), x>0 \tag{5}
\end{equation*}
$$

So $X \sim I G(\omega, \eta)$, and it is possible to see that the corresponding moments are

$$
\begin{equation*}
\mathbb{E}\left[X^{r}\right]=\sqrt{\frac{2 \omega}{\pi}} \exp (\omega) \eta^{r} K_{r-\frac{1}{2}}(\omega) \tag{6}
\end{equation*}
$$

where $K_{r-\frac{1}{2}}(\omega)$ is the modified Bessel function of the third kind. Given that the order of this function is $r-\frac{1}{2}$ with $r$ an integer number, there is a closed formula that allows it to be easily evaluated.

The corresponding density function for the return $Z$, is given by

$$
\begin{array}{r}
f_{\mathcal{G}^{H}}(z)=\frac{n^{n}}{\Gamma(n)} \sqrt{\frac{2 \omega \eta}{\pi}} \exp (\omega)\left(\frac{\omega}{\eta(\omega \eta+2 n z)}\right)^{n / 2+1 / 4}  \tag{7}\\
\cdot z^{n-1} K_{n+1 / 2}\left(\sqrt{\frac{\omega}{\eta}(\omega \eta+2 n z)}\right)
\end{array}
$$

with $\omega, \eta, z>0$ and $n \geq 1$, respectively.
The moments of the $\mathcal{G}^{H}$ distribution are

$$
\begin{equation*}
E_{\mathcal{G}^{H}}\left(Z^{r}\right)=\left(\frac{\eta}{n}\right)^{r} \exp (\omega) \sqrt{\frac{2 \omega}{\pi}} K_{r-1 / 2}(\omega) \frac{\Gamma(n+r)}{\Gamma(n)}, \tag{8}
\end{equation*}
$$

and are used to estimate the statistical parameters.

## 3 Image Segmentation

Let $I: \Omega \rightarrow \Re$ be an image defined over $\Omega \subseteq \Re^{2}$. The goal of the segmentation process is to find a family of regions $\mathcal{R}=\left\{\mathbf{R}_{i}\right\}_{i=1 \ldots N}$ such that:

- Each region is a subset of the image domain $\mathbf{R}_{i} \subseteq \Omega$.
- The regions are pairwise disjoint $\mathbf{R}_{i} \cap \mathbf{R}_{j}=\phi \forall i \neq j$.
- Cover the image domain $\cup_{i=1}^{N} \mathbf{R}_{i} \subseteq \Omega$.
- The points in each region share some image characteristics.

In [3] Zhu and Yuille proposed that the intensity values of the points inside each region are consistent with having been generated by one of a family of prespecified probability distributions $P\left(I(\boldsymbol{x}): \boldsymbol{\alpha}_{\boldsymbol{i}}\right)$, where $\boldsymbol{\alpha}_{\boldsymbol{i}}$ are the parameters of the distribution for the region $\mathbf{R}_{i}$. In 3] the image segmentation problem is posed as the minimization of the energy functional:

$$
\begin{equation*}
E^{Z Y}\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{N}, \boldsymbol{\alpha}_{\mathbf{1}}, \ldots, \boldsymbol{\alpha}_{\boldsymbol{N}}\right)=\sum_{i=1}^{N}\left(-\int_{\mathbf{R}_{i}} \log P\left(I(\boldsymbol{x}): \boldsymbol{\alpha}_{\boldsymbol{i}}\right) d \boldsymbol{x}+\frac{\mu}{2} \oint_{\partial \mathbf{R}_{i}} d s\right) \tag{9}
\end{equation*}
$$

being $\partial \mathbf{R}_{i}$ the boundary of the region $\mathbf{R}_{i}$. The regions that minimizes the functional are the desired family of regions $\mathcal{R}$. The first term, is the sum of the cost for coding the intensity of every $\boldsymbol{x}$ pixel inside the $\mathbf{R}_{i}$ according to it's distribution. The second term, is a regularization term and penalizes large boundaries. The parameter $\mu>0$ is a weighting constant controlling the regularization. In this work we assume that $I(\boldsymbol{x}) \sim \mathcal{G}^{H}$, therefore $P\left(I(\boldsymbol{x}): \boldsymbol{\alpha}_{\boldsymbol{i}}\right)$ is given by Eq. (7) and $\boldsymbol{\alpha}_{\boldsymbol{i}}=\left(\omega_{i}, \eta_{i}\right)$.

### 3.1 Level Sets Based Minimization

Although the suggested functional in Eq. (19) describes the problem quite accurately, their minimization is very difficult. Level sets based methods are a way to solve this problem. The methods has a lot of attractive properties. First, level sets can describe topological changes in the segmentation. Second, it is not necessary to discretisize the contours of the objects.

Level sets [4] based methods to minimize functionals like Eq. (91) has been addressed by multiple works 10111213 . Most of them uses more than one level set function to represent the regions. The main difficulty is that the evolution of level set functions need to be coupled in order respect the restrictions of disjoint regions. In the two-region case this constraint is implicitly satisfied.

In [10] Chan and Vese extended the work in [14] to deal multiple regions using only $\log N$ level set functions. When the number of regions is a power of 2 , this model implicitly respect the restriction that the regions are disjoint. However when the number of level set functions is not a power of two this model shows some problems. The first problem is that region boundaries are weighted twice. The second problem is that the model introduces empty regions.

A different approach is proposed in [13] where $N-1$ level set functions $\left\{\Phi_{i}\right\}_{i=1 \ldots N-1}$ are used to represent $N$ regions. In the work they define the regions $R_{\Phi_{i}}=\{x \in \Omega \mid \Phi(x)>0\}$ and the desired segmentation is given by the family $\mathcal{R}=\left\{R_{\Phi_{1}}, R_{\Phi_{1}}^{c} \cap R_{\Phi_{2}}, R_{\Phi_{1}}^{c} \cap R_{\Phi_{2}}^{c} \cap R_{\Phi_{3}}, \ldots, R_{\Phi_{1}}^{c} \cap \ldots \cap R_{\Phi_{N-1}}^{c}\right\}$ which satisfies the partition constraint by definition. The proposed coupled motion equations are:

$$
\begin{equation*}
\frac{\partial \Phi_{j}}{\partial t}(\boldsymbol{x}, t)=\left\|\nabla \Phi_{j}(\boldsymbol{x}, t)\right\|\left(P\left(I(\boldsymbol{x}): \alpha_{j}\right)-\psi_{j}(\boldsymbol{x})+\mu \operatorname{div}\left(\frac{\nabla \Phi_{j}(\boldsymbol{x}, t)}{\left\|\nabla \Phi_{j}(\boldsymbol{x}, t)\right\|}\right)\right) \tag{10}
\end{equation*}
$$

with $1 \leq j \leq N-1$, and where $\psi_{j}(\boldsymbol{x})$ is given by:

$$
\begin{aligned}
\psi_{j}(\boldsymbol{x}) & =P\left(I(\boldsymbol{x}): \alpha_{j+1}\right) \chi_{R_{\Phi_{j+1}}}(\boldsymbol{x}) \\
& +P\left(I(\boldsymbol{x}): \alpha_{j+2}\right) \chi_{R_{\Phi_{j+1}}^{c} \cap R_{\Phi_{j+2}}}(\boldsymbol{x}) \\
& \ldots \\
& +P\left(I(\boldsymbol{x}): \alpha_{N-1}\right) \chi_{R_{\Phi_{j+1}}^{c} \cap \ldots \cap R_{\Phi_{N-2}}^{c} \cap R_{\Phi_{N-1}}}(\boldsymbol{x}) \\
& +P\left(I(\boldsymbol{x}): \alpha_{N}\right) \chi_{R_{\Phi_{j+1}^{c}} \cap \ldots \cap R_{\Phi_{N-2}}^{c} \cap R_{\Phi_{N-1}^{c}}(\boldsymbol{x})}
\end{aligned}
$$

The last approach described is simple and easy to implement. It has been successfully used in SAR segmentation images in the work [15]. Thereof this is the approach we have adopted in our work.

## 4 Results and Conclusions of Image Segmentation Using $G^{H}$ Models

The proposed algorithm has been tested on a range of simulated and real images. The results for two simulated images are shown in Fig. (a) through (d) and Fig. [(e) through (h), showing from left to right, the initial contours, their evolution and final results. These images were generated using the $\mathcal{G}^{H}$ distribution. The parameters used to generate each of the regions and their corresponding estimates from the segmented images are shown in Table The percentage of pixels correctly classified in the first image is $97.05 \%$ and in the second image is $96.89 \%$. The obtained results for the segmentation of simulated images are similar in performance to those obtained by [15].

Table 1. Values for the parameters used to generate the simulated data in Fig. [(a) and Fig. $\mathbb{\square}(\mathrm{e})$ and their corresponding estimates, calculated from the segmented regions depicted in Fig. [1 (c) and Fig. II (g) $^{(1)}$

|  | Figure【(a) |  |  |  | Figure 【(e) |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Region color | $\eta$ | $\omega$ | $\eta$-estimate | $\omega$-estimate | $\eta$ | $\omega$ | $\eta$-estimate $\omega$-estimate |  |
| background | 2.75 | 57.60 | 2.47 | 55.8 | 13.4 | 7.4 | 13.62 | 7.37 |
| dark gray | 3.1 | 10.5 | 2.88 | 10.57 | 1.95 | 67.60 | 1.33 | 56.97 |
| light gray | 1.08 | 2.25 | 1.13 | 2.20 | 8.1 | 15.50 | 7.71 | 15.14 |
| white | 10.0 | 5.0 | 7.07 | 4.90 | 1.43 | 3.16 | 1.51 | 3.15 |

Table 2. Estimated $\mathcal{G}^{H}$ parameters for the segmented regions shown in Fig. [2(c) and Fig. [2(g)

|  | Figure (a) |  |  | Figure [2(e) |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Region color | $\eta$ | $\omega$ | $\eta$ | $\omega$ |  |
| background | 2.60 | 3.38 | 1.06 | 2.09 |  |
| dark gray | 12.93 | 2.95 | 3.21 | 17.46 |  |
| light gray | 66.85 | 3.08 | 46.54 | 0.62 |  |
| white | - | -- | 9.14 | 2.35 |  |



Fig. 1. Results for two simulated images. (From left to right) Column 1: initial curves, Column 2: position of curves at iteration 11, Column 3: final position of curves, Column 4: segmentation result. The segmented regions and their corresponding contours are shown with the same gray level.


Fig. 2. Results for two real images: (From left to right), Column 1: initial curves, Column 2: position of curves at iteration 11, Column 3: final position of curves, Column 4: segmentation result. The segmented regions and their corresponding contours are shown with the same gray level.

Results for two real images with different number of regions are shown in Fig. 22 (a) through (d) and Fig. 22 (e) through (h), here again showing, from left to right, the initial contours, their evolution and final results. These real images were extracted from an E-SAR image acquired over the DLR location at Oberpfaffenhofen, Germany. The estimated parameters are shown in Table 2 The number of regions used in the segmentation of each of the images were
estimated by visual inspection. The results obtained on these images show good segmentation performance for the proposed method. As an example of this, we can exhibit the dark gray region in the segmentation result of the Fig. [2(e) which has a small estimated value for the statistical parameter $\omega$, meaning that there should be buildings in that region. This can be confirmed from a visual inspection of maps of this area.

The presented results support the idea that characterization of regions in SAR images through the use of statistical parameters of the $\mathcal{G}^{H}$ distribution is very useful and it can be incorporated succesfully in a level set based segmentation scheme.
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