Robust discrimination under a hierarchy on the scatter matrices
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Abstract

Under normality, Flury and Schmid [Quadratic discriminant functions with constraints on the covariances matrices: some asymptotic results, J. Multivariate Anal. 40 (1992) 244–261] investigated the asymptotic properties of the quadratic discrimination procedure under hierarchical models for the scatter matrices, that is: (i) arbitrary scatter matrices, (ii) common principal components, (iii) proportional scatter matrices and (iv) identical matrices. In this paper, we study the properties of robust quadratic discrimination rules based on robust estimates of the involved parameters. Our analysis is based on the partial influence functions of the functionals related to these parameters and allows to derive the asymptotic variances of the estimated coefficients under models (i)–(iv). From them, we conclude that the asymptotic variances verify the same order relations as those obtained by Flury and Schmid [Quadratic discriminant functions with constraints on the covariances matrices: some asymptotic results, J. Multivariate Anal. 40 (1992) 244–261] for the classical estimators. We also perform a Monte Carlo study for different sample sizes and different hierarchies which shows the advantage of using robust procedures over classical ones, when anomalous data are present. It also confirms that better rates of misclassification can be achieved if a more parsimonious model among all the correct ones is used instead of the standard quadratic discrimination.
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1. Introduction

Assume that we are dealing with independent observations from two independent samples in \( \mathbb{R}^p \) with location parameter \( \mu_i \) and dispersion/covariance matrix \( \Sigma_i \), \( i = 1, 2 \). It is usual in multivariate analysis to treat the dispersion/covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \) as unrelated if an overall test of equality tells us that they are not identical. As mentioned in Flury [16] “In contrast to the univariate situation, inequality is not just inequality—there are indeed many ways in which covariance matrices can differ”. He considered the following general relations among scatter matrices:

- **Level 1.** \( \Sigma_1 \neq \Sigma_2 \).
- **Level 2.** The matrices satisfy a common principal component (CPC) model, i.e., \( \Sigma_i = \beta \Lambda_i \beta^T \), \( i = 1, 2 \), where \( \beta = (\beta_1, \ldots, \beta_p) \) is the orthogonal matrix of the common eigenvectors and \( \Lambda_i = \text{diag}(\lambda_{i1}, \ldots, \lambda_{ip}) \) are diagonal matrices containing the eigenvalues for each population.
- **Level 3.** The matrices are proportional to each other, i.e., \( \Sigma_2 = \rho_2 \Sigma_1 \), with \( \rho_2 \) the proportionality constant.
- **Level 4.** \( \Sigma_1 = \Sigma_2 \).

Without considering the location parameters, the number of parameters for each level is \( p(p + 1)/2 \), \( 2p + p(p - 1)/2 \), \( 1 + p(p + 1)/2 \) and \( p(p + 1)/2 \), respectively. The difference between the number of parameters in levels 1 and 4 is \( p(p + 1)/2 \) which can be too large in practice, especially when dealing with high dimensional data.

As most classical estimators, which are optimal under normality assumptions, the linear and quadratic discriminant rules, i.e., the optimal classification rules under levels 4 and 1, respectively, are not robust due to the lack of robustness of the sample covariance matrix and so the misclassification rates can be affected by anomalous observations. To solve this problem robust alternatives to the sample mean and covariance matrix were plugged into the classification rule, see for instance, Campbell [8], Lachenbruch [22], Critchley and Vitiello [9], Fung [19], Fung [20], Croux and Dehon [10] and Croux and Joossens [13]. The aim when seeking for robust estimators of location and scatter is to estimate the location and the shape parameters, \( (\mu, \Sigma) \), assuming that the distribution \( F \) of \( x \) is approximately known. To be more precise, it is often assumed that \( x = \mu + \Sigma^{1/2} z \) where the distribution \( G \) of \( z \) belongs to some neighborhood of a given distribution \( G_0 \). When \( x \) has an elliptically symmetric distribution \( F \), i.e., when the distributions of the neighborhood are restricted to be spherically symmetric, the robust location functional equals \( \mu \) while the robust scatter functional is proportional to \( \Sigma \). Usually, these scatter functionals are calibrated so that under the central normal model they provide Fisher–consistent estimators of the covariance matrix. A discussion regarding the estimation of multivariate location and scatter can be found in Maronna, Martin and Yohai [24].

From now on, we will assume that \( (x_{ij})_{1 \leq j \leq n_i, 1 \leq i \leq 2} \) are independent observations from two independent samples in \( \mathbb{R}^p \), identically distributed within each sample, following a general multivariate location–dispersion distribution \( F_i \) with location parameter \( \mu_i \) and scatter matrix \( \Sigma_i \) that do not need to be equal to the population mean and covariance matrix, since we do not assume the existence of second moments as in the classical setting. Let us denote by \( X_i = (x_{i1}, \ldots, x_{in_i}) \), \( N = n_1 + n_2 \) and \( \tau_i = n_i/N \). As in the one–population setting, we want to include the situation in which the distribution \( F_i \) of \( x_{i1} \) is only approximately known. To be more precise, let \( \Sigma_i \) be symmetric positive definite matrices. As discussed above, we will thus assume that \( x_{i1} = \mu_i + \Sigma_i^{1/2} z_{i1} \) where the distribution \( G_i \) of \( z_{i1} \) belongs to a neighborhood of the central target model \( G_0 \) that is often taken as the multivariate standard normal distribution.
As noted by Flury and Schmid [17], the reason for studying CPC discrimination and proportional discrimination is that if one of the restricted levels 2–4 holds, estimating $\Sigma_i$ under suitable constraints should improve the estimation, leading to more stable estimates than those obtained under level 1. This suggests that better rates of misclassification can be achieved if the most parsimonious among all the correct models is used for discrimination. It is expected that the same lack of robustness observed for the linear and quadratic rules, will be inherited by CPC and proportional discrimination. For these reasons, in this paper, we go further and we will deal with robust discrimination involving levels 2 and 3.

This paper is organized as follows. In Section 2, we review different robust estimators leading to the robust discrimination rules under levels 1–4. In Section 3, we derive the partial influence functions of the coefficients under all the hierarchy levels, while in Section 4, we compute the asymptotic variances of the coefficients and we compare them across all correct models in a given situation. Finally, in Section 5 we present the results of a simulation study. Some proofs are given in the Appendix while the others can be found in Bianco et al. [1].

### 2. Robust discrimination

When the two populations have a normal distribution, optimal classification of a new observation $x$ into one of the two populations is based on the quadratic function $Q(x) = x^T \Lambda x + z^T x + \xi$, where $\Lambda = (1/2) \left( \Sigma_2^{-1} - \Sigma_1^{-1} \right)$, $z = \Sigma_1^{-1} \mu_1 - \Sigma_2^{-1} \mu_2$ and $\xi = (1/2) \log (|\Sigma_2|/|\Sigma_1|) + (1/2) \left( \mu_2^T \Sigma_2^{-1} \mu_2 - \mu_1^T \Sigma_1^{-1} \mu_1 \right)$. Future observations are classified in the first population if $Q(x) > \log (\pi_2/\pi_1)$ where $\pi_1$ and $\pi_2 = 1 - \pi_1$ are the known prior probabilities that an observation belongs to group 1 or 2, respectively.

If the two populations have the same scatter matrix, the quadratic function becomes the Fisher’s linear discrimination rule, which is optimal in the sense of minimizing the total probability of misclassification.

In practical situations, the parameters of the two populations are unknown and must be estimated, yielding to estimates of the quadratic, linear and constant coefficients $\hat{\Lambda}$, $\hat{z}$ and $\hat{\xi}$, respectively. In this paper, we study some aspects of quadratic discrimination coefficients if $\Sigma_1$ and $\Sigma_2$ are robustly estimated under the levels described above. In all four situations, the location parameters are estimated through robust equivariant location estimators $\hat{\mu}_i$, $i = 1, 2$.

Denote by $V_i$ robust affine equivariant scatter estimators of $\Sigma_i$, using only the observations of the $i$th sample. From these initial scatter matrices estimators, one can construct parsimonious robust estimators of $\Sigma_i$, according to the assumed hierarchical model.

More precisely, under level 1, $\Lambda$, $z$ and $\xi$ are estimated through

$$
\begin{align*}
\hat{\Lambda}_{\text{diff}} & = \frac{1}{2} \left( V_2^{-1} - V_1^{-1} \right), \\
\hat{z}_{\text{diff}} & = V_1^{-1} \hat{\mu}_1 - V_2^{-1} \hat{\mu}_2, \\
\hat{\xi}_{\text{diff}} & = \frac{1}{2} \log \left( \frac{|V_2|}{|V_1|} \right) + \frac{1}{2} \left( \hat{\mu}_2^T V_2^{-1} \hat{\mu}_2 - \hat{\mu}_1^T V_1^{-1} \hat{\mu}_1 \right).
\end{align*}
$$

On the other hand, a basic common structure, described as level 2 in the Introduction, assumes that the two scatter matrices have different eigenvalues but identical eigenvectors, i.e., $\Sigma_i = \beta A_i \beta^T, i = 1, 2$, where $A_i$ are diagonal matrices and $\beta$ is the orthogonal matrix of the common eigenvectors. Denote $\hat{\beta}_{\text{CPC}}$, and $\hat{\Lambda}_{\text{CPC},i} = \text{diag} \left( \hat{\beta}_{\text{CPC}}^T V_i \hat{\beta}_{\text{CPC}} \right)$ the robust plug–in estimators of the
common directions and of the eigenvalue matrices $\Lambda_i$ related to the scatter estimates $\Sigma_i$, defined in Boente and Orellana [3] and studied in Boente, Pires and Rodrigues [5]. In this setting, define $\tilde{\Sigma}_{\text{cpc},i} = \hat{\beta}_{\text{cpc},i} \hat{\Lambda}_{\text{cpc},i} \hat{\Sigma}_{\text{cpc},i}^{-1}$, then, $\Delta, \alpha$ and $\zeta$ are estimated through

$$
\begin{align*}
\hat{\Delta}_{\text{cpc}} &= \frac{1}{2} \left( \tilde{\Sigma}_{\text{cpc},:2}^{-1} - \tilde{\Sigma}_{\text{cpc},:1}^{-1} \right), \\
\hat{\alpha}_{\text{cpc}} &= \tilde{\Sigma}_{\text{cpc},:1,1}^{-1} \hat{\mu}_1 - \tilde{\Sigma}_{\text{cpc},:2,1}^{-1} \hat{\mu}_2, \\
\hat{\zeta}_{\text{cpc}} &= \frac{1}{2} \log \left( \frac{\tilde{\Sigma}_{\text{cpc},:2,1}}{\tilde{\Sigma}_{\text{cpc},:1,1}} \right) + \frac{1}{2} \left( \hat{\mu}_2^T \tilde{\Sigma}_{\text{cpc},:2,1}^{-1} \hat{\mu}_2 - \hat{\mu}_1^T \tilde{\Sigma}_{\text{cpc},:1,1}^{-1} \hat{\mu}_1 \right).
\end{align*}
$$

(2)

Under the proportional model described in level 3, the common eigenvalues, the proportionality constant and the eigenvalues of the first population can be robustly estimated as described in Boente and Orellana [4]. To be more precise, these authors extended to several populations the plug–in approach for principal component analysis, studied in Croux and Haesbroeck [12]. The plug–in procedure for the proportional model consists on solving a system of equations similar to that leading to the maximum likelihood estimators, for normally distributed observations, but with the sample covariance matrices replaced by robust scatter estimators. Denote $\hat{\beta}_{\text{pr},1}$, $\hat{\Lambda}_{\text{pr},1}$ and $\hat{\rho}_2$ the robust plug–in estimators of the parameters. Therefore, if we denote $\hat{\Sigma}_{\text{pr},1} = \hat{\beta}_{\text{pr},1} \hat{\Lambda}_{\text{pr},1} \hat{\Sigma}_{\text{pr},1}^{-1}$ and $\hat{\Sigma}_{\text{pr},2} = \hat{\rho}_2 \hat{\Sigma}_{\text{pr},1}$, we have that $\Delta, \alpha$ and $\zeta$ are estimated through

$$
\begin{align*}
\hat{\Delta}_{\text{pr}} &= \frac{1}{2} \left( \tilde{\Sigma}_{\text{pr},:2}^{-1} - \tilde{\Sigma}_{\text{pr},:1}^{-1} \right), \\
\hat{\alpha}_{\text{pr}} &= \tilde{\Sigma}_{\text{pr},:1,1}^{-1} \hat{\mu}_1 - \tilde{\Sigma}_{\text{pr},:2,1}^{-1} \hat{\mu}_2, \\
\hat{\zeta}_{\text{pr}} &= \frac{1}{2} \log \left( \frac{\tilde{\Sigma}_{\text{pr},:2,1}}{\tilde{\Sigma}_{\text{pr},:1,1}} \right) + \frac{1}{2} \left( \hat{\mu}_2^T \tilde{\Sigma}_{\text{pr},:2,1}^{-1} \hat{\mu}_2 - \hat{\mu}_1^T \tilde{\Sigma}_{\text{pr},:1,1}^{-1} \hat{\mu}_1 \right).
\end{align*}
$$

(3)

Finally, if the scatter matrices are assumed equal, the common scatter matrix can be estimated by $\hat{\Sigma}_{\text{eq}} = \tau_1 V_1 + \tau_2 V_2$ leading to

$$
\begin{align*}
\hat{\Delta}_{\text{eq}} &= \mathbf{0}, \\
\hat{\alpha}_{\text{eq}} &= \tilde{\Sigma}_{\text{eq}}^{-1} (\hat{\mu}_1 - \hat{\mu}_2), \\
\hat{\zeta}_{\text{eq}} &= \frac{1}{2} \left( \hat{\mu}_2^T \tilde{\Sigma}_{\text{eq}}^{-1} \hat{\mu}_2 - \hat{\mu}_1^T \tilde{\Sigma}_{\text{eq}}^{-1} \hat{\mu}_1 \right).
\end{align*}
$$

(4)

A standard framework to derive the asymptotic behavior in robust principal component analysis is to assume that the estimators of the scatter matrix are asymptotically normally distributed and spherically invariant. For that reason, and since the samples of the two populations are independent, we will assume, throughout this paper, that for $i = 1, 2$, the estimators, $(\hat{\mu}_i, V_i)$, of $(\mu_i, \Sigma_i)$, are independent and satisfy the following assumptions:

**A1.** $\sqrt{n_i} (V_i - \Sigma_i) \xrightarrow{D} Z_i$, where, when dealing with random matrices, $\text{vec} (W_n) \xrightarrow{D} \text{vec} (W)$, $Z_i$ has a multivariate normal distribution with zero mean and covariance matrix $\Sigma_i$ such that $\Sigma_i = \sigma_1 (I + K_{pp}) (\Sigma_i \otimes \Sigma_i) + \sigma_2 \text{vec} (\Sigma_i) \text{vec} (\Sigma_i)^T$, with $K_{pp}$ the $p^2 \times p^2$ block matrix with the $(l, m)$–block equal to a $p \times p$ matrix with a 1 at entry $(l, m)$ and 0 everywhere else.
A2. \( \sqrt{n_i} (\hat{\mu}_i - \mu_i) \overset{D}{\rightarrow} z_i \) where \( z_i \sim N(\mathbf{0}, \sigma_i \Sigma_i) \). Moreover, we will assume that \( \hat{\mu}_i \) is also asymptotically independent of the scatter estimator \( \mathbf{V}_i \).

Remark 2.1. It is well known that, for elliptically distributed observations, \( M \), \( S \) and \( \tau \)-estimators are asymptotically normally distributed and spherically invariant. If the populations have elliptical distributions that only differ on their location and scatter matrix and if the same robust location–scatter estimate is considered for each population, these estimators will satisfy A1 and A2 (see, [29]). Explicit forms for the constants \( \sigma_1 \) and \( \sigma_2 \) are given in Tyler [29], for \( M \)-estimators, and in Lopuhaä [23], for \( S \) and \( \tau \)-estimators.

It is worth noticing that A1 and A2 hold if the location and scatter estimates for both populations are related to the same functionals and if the populations have the same elliptical distribution, except for possible changes in the location and the scatter matrices. Thus, according to the discussion given in the Introduction, these assumptions hold if \( x_{i1} = \mu_i + \Sigma_i^{1/2} z_{i1} \) where \( z_{i1} \sim G \in \mathcal{G}_e \) such that \( \mathcal{G}_e = \{ G = (1-\varepsilon)G_0 + \varepsilon H, \) where \( H \) is an spherical distribution in \( \mathbb{R}^p \} \).

3. Partial influence functions

When dealing with one population, the influence function is a measure of robustness with respect to modification of a single observation. It can be thought as the first derivative of the functional version of the estimator. Pires and Branco [27] introduced partial influence functions as an extension of this notion to the case in which the functional is related to more than one population. This generalization ensures that the usual properties of the influence function for the one population case are reached when dealing with several populations. Moreover, this definition measures resistance towards pointwise contaminations at each population.

Denote by \( F \) the product measure, \( F = F_1 \times F_2 \). Partial influence functions of a functional \( T(F) \) are then defined as \( \text{PIF}_i(x, T, F) = \lim_{\varepsilon \to 0} \left( T(F_{e,x,i}) - T(F) \right) / \varepsilon, i = 1, 2, \) where \( F_{e,x,1} = F_{1,e,x} \times F_2, F_{e,x,2} = F_1 \times F_{2,e,x} \) and \( F_{i,e,x} = (1-\varepsilon)F_i + \varepsilon \delta_{x}, i = 1, 2. \)

In this section, we will derive the partial influence functions of the functionals related to the discriminant coefficients defined in the previous section. Let \( \mathbf{m}_i(G) \) and \( \mathbf{Y}_i(G) \) be Fisher-consistent location and scatter functionals related to the estimates \( \hat{\mu}_i \) and \( \mathbf{V}_i \) considered in Section 2, such that \( \mathbf{m}_i(F_i) = \mu_i \) and \( \mathbf{Y}_i(F_i) = \Sigma_i \).

3.1. Level 1

Under level 1, the functionals related to the estimators of the coefficients \( \Delta, \mathbf{x} \) and \( \zeta \) defined in (1) are given by

\[
\begin{align*}
\mathbf{D}_i(F) &= \frac{1}{2} \left( \mathbf{Y}_2^{-1}(F_2) - \mathbf{Y}_1^{-1}(F_1) \right), \\
\mathbf{a}_i(F) &= \mathbf{Y}_1^{-1}(F_1) \mathbf{m}_1(F_1) - \mathbf{Y}_2^{-1}(F_2) \mathbf{m}_2(F_2), \\
\mathbf{c}_i(F) &= \frac{1}{2} \log \left( \frac{|\mathbf{Y}_2(F_2)|}{|\mathbf{Y}_1(F_1)|} \right) + \frac{1}{2} \left[ \mathbf{m}_2(F_2)^T \mathbf{Y}_2^{-1}(F_2) \mathbf{m}_2(F_2) \\
&\quad - \mathbf{m}_1(F_1)^T \mathbf{Y}_1^{-1}(F_1) \mathbf{m}_1(F_1) \right].
\end{align*}
\]

The following theorem gives the values of the partial influence functions of these coefficients which were derived in Croux and Joossens [13].
Theorem 3.1. Let \( \mathbf{m}_i(G) \) and \( \mathbf{Y}_i(G) \) be Fisher–consistent location and scatter functionals such that \( \mathbf{m}_i(F_i) = \mu_i \) and \( \mathbf{Y}_i(F_i) = \Sigma_i \). Assume that the influence functions \( \text{IF}(x, \mathbf{m}_i, F_i) \) and \( \text{IF}(x, \mathbf{Y}_i, F_i) \) exist. Then, the partial influence functions of \( D_{\text{cpc}}(F) \), \( a_{\text{cpc}}(F) \) and \( c_{\text{cpc}}(F) \) are

\[
\text{PIF}_i(x, D_{\text{cpc}}, F) = \frac{(-1)^{j+1}}{2} \Sigma_i^{-1} \text{IF}(x, \mathbf{Y}_i, F_i) \Sigma_i^{-1},
\]

(5)

\[
\text{PIF}_i(x, a_{\text{cpc}}, F) = (-1)^{j+1} \left( \Sigma_i^{-1} \text{IF}(x, \mathbf{m}_i, F_i) - \Sigma_i^{-1} \text{IF}(x, \mathbf{Y}_i, F_i) \Sigma_i^{-1} \mu_i \right),
\]

(6)

\[
\text{PIF}_i(x, c_{\text{cpc}}, F) = \frac{(-1)^j}{2} \left\{ \text{tr} \left( \Sigma_i^{-1} \text{IF}(x, \mathbf{Y}_i, F_i) \right) + 2 \mu_i^T \Sigma_i^{-1} \text{IF}(x, \mathbf{m}_i, F_i) - \mu_i^T \Sigma_i^{-1} \text{IF}(x, \mathbf{Y}_i, F_i) \Sigma_i^{-1} \mu_i \right\}.
\]

(7)

3.2. Level 2

Denote by \( \beta_{\text{cpc}}(F) \) and \( \lambda_{\text{cpc},ij} \) the plug–in functionals related to the scatter functionals \( \text{Y}(F) = (\mathbf{Y}_1(F_1), \mathbf{Y}_2(F_2)) \), i.e., the solution of

\[
\begin{aligned}
\text{diag} \left\{ \beta_{\text{cpc}}(F)^T \mathbf{Y}_i(F_i) \beta_{\text{cpc}}(F) \right\} &= \Lambda_{\text{cpc},i}(F), \\
\beta_{\text{cpc},m}(F)^T \left\{ \sum_{i=1}^2 \frac{\lambda_{\text{cpc},im}(F) - \lambda_{\text{cpc},ij}(F)}{\lambda_{\text{cpc},im}(F) \lambda_{\text{cpc},ij}(F)} \mathbf{Y}_i(F_i) \right\} \\
&= \beta_{\text{cpc},j}(F) = 0 \quad \text{for } m \neq j,
\end{aligned}
\]

(8)

where \( \delta_{mj} = 0 \) if \( j \neq m \) and \( \delta_{mj} = 1 \) if \( j = m \), while \( \beta_{\text{cpc},j} \) denotes the \( j \)th column of the matrix \( \beta_{\text{cpc}} \). The coefficient functionals obtained under the CPC model are given by

\[
\begin{aligned}
D_{\text{cpc}}(F) &= \frac{1}{2} \left( S_{\text{cpc},2}(F) - S_{\text{cpc},1}(F) \right), \\
a_{\text{cpc}}(F) &= S_{\text{cpc},2}(F) \mathbf{m}_1(F_1) - S_{\text{cpc},2}(F) \mathbf{m}_2(F_2), \\
c_{\text{cpc}}(F) &= \frac{1}{2} \log \left( \frac{|S_{\text{cpc},2}(F)|}{|S_{\text{cpc},1}(F)|} \right) + \frac{1}{2} \left[ \mathbf{m}_2(F_2)^T S_{\text{cpc},2}(F) \mathbf{m}_2(F_2) \right. \\
&\left. - \mathbf{m}_1(F_1)^T S_{\text{cpc},1}(F) \mathbf{m}_1(F_1) \right],
\end{aligned}
\]

(9)

where \( S_{\text{cpc},i}(F) = \beta_{\text{cpc}}(F) \Lambda_{\text{cpc},i}(F) \beta_{\text{cpc}}(F)^T \). The following theorem gives the values of their partial influence functions.

Theorem 3.2. Let \( \mathbf{m}_i(G) \) and \( \mathbf{Y}_i(G) \) be Fisher–consistent location and scatter functionals such that \( \mathbf{m}_i(F_i) = \mu_i \) and \( \mathbf{Y}_i(F_i) = \Sigma_i \). Denote by \( \mathbf{b}_1, \ldots, \mathbf{b}_p \) and \( \lambda_{i1}, \ldots, \lambda_{ip} \) the common eigenvectors and the eigenvalues of \( \Sigma_i \). Assume that the influence functions \( \text{IF}(x, \mathbf{m}_i, F_i) \) and \( \text{IF}(x, \mathbf{Y}_i, F_i) \) exist and that \( \lambda_{i1} > \ldots > \lambda_{ip} \). Then, the partial influence functions of \( D_{\text{cpc}}(F) \), \( a_{\text{cpc}}(F) \) and \( c_{\text{cpc}}(F) \) are given by

\[
\text{PIF}_i(x, D_{\text{cpc}}, F) = -\frac{1}{2} \left( \Sigma_2^{-1} \text{PIF}_i(x, S_{\text{cpc},2}, F) \Sigma_2^{-1} \right.
\]

\[
- \Sigma_1^{-1} \text{PIF}_i(x, S_{\text{cpc},1}, F) \Sigma_1^{-1} \right),
\]

(10)

\[
\text{PIF}_i(x, a_{\text{cpc}}, F) = (-1)^{j+1} \Sigma_i^{-1} \text{IF}(x, \mathbf{m}_i, F_i) + \Sigma_2^{-1} \text{PIF}_i(x, S_{\text{cpc},2}, F) \Sigma_2^{-1} \mu_2
\]

\[
- \Sigma_1^{-1} \text{PIF}_i(x, S_{\text{cpc},1}, F) \Sigma_1^{-1} \mu_1.
\]

(11)
\[ PIF_i(x, c_{ CPC}, F) = (-1)^j \mu_i^T \Sigma_i^{-1} IF(x, m_i, F) \]
\[ + \frac{1}{2} \left\{ u \left( \Sigma_i^{-1} PIF_i(x, S_{ CPC,2}, F) \right) - tr \left( \Sigma_i^{-1} PIF_i(x, S_{ CPC,1}, F) \right) \right\} \]
\[ - \frac{1}{2} \left\{ \mu_2^T \Sigma_2^{-1} PIF_i(x, S_{ CPC,2}, F) \Sigma_2^{-1} \mu_2 - \mu_1^T \Sigma_1^{-1} PIF_i(x, S_{ CPC,1}, F) \Sigma_1^{-1} \mu_1 \right\}, \]

where \( PIF_i(x, S_{ CPC,\ell}, F) = \sum_{j=1}^p PIF_i(x, \lambda_{ CPC,\ell j}, F) \beta_j \beta_j^T \). Moreover, if \( \beta = I_p \), then

\[ PIF_i(x, S_{ CPC,\ell, jj}, F) = \delta_{\ell j} IF(x, Y_{i, jj}, F), \]

\[ PIF_i(x, S_{ CPC,\ell, js}, F) = \tau \left( \lambda_{\ell j} - \lambda_{\ell s} \right) \frac{(\lambda_{ij} - \lambda_{is})}{\lambda_{ij} \lambda_{is}} \theta_{sj} IF(x, Y_{i, js}, F), \]

with \( S_{ CPC,\ell, js} \) the element \( (j, s) \) of the matrix \( S_{ CPC,\ell} \) and \( \theta_{sj} = \left\{ \sum_{i=1}^2 \tau_i (\lambda_{is} - \lambda_{ij})^2 / (\lambda_{is} \lambda_{ij}) \right\}^{-1}. \]

**Remark 3.1.** The expression given in Theorem 3.2 for \( PIF_i(x, S_{ CPC,\ell}, F) \) allows to derive the partial influence functions of the discriminant coefficients, when using projection–pursuit estimates of the common directions and their size instead of plug–in estimators. The partial influence functions of the projection–pursuit functionals of the common eigenvectors and the eigenvalues of each population can be found in Boente et al. [5,7].

Note that if both scatter matrices are equal \( PIF_i(x, D_{ CPC, js}, F) = 0 \), for \( j \neq s \), and so, as in Croux et al. [11], a second order analysis is necessary.

### 3.3. Level 3

Denote by \( \beta_{pr}(F) \), \( \lambda_{pr,j} \) and \( \rho_{pr,2} \) the plug–in functionals related to the estimates of the common directions, the eigenvalues of the first population and the proportionality constant, under a proportional model, i.e., the solution of

\[
\begin{align*}
\frac{1}{p} \sum_{j=1}^p \beta_{pr,j}(F)Y_2(F) &= \rho_{pr,2}(F), \\
\frac{2}{p \rho_{pr,j}(F)} \beta_{pr,j}(F)Y_1(F) &\beta_{pr,j}(F) = \lambda_{pr,j}(F), \quad 1 \leq j \leq p, \\
\beta_{pr,m}(F)^T \left[ \sum_{i=1}^2 \frac{\tau_i}{\rho_{pr,i}(F)} Y_i(F) \right] \beta_{pr,j}(F) &\beta_{pr,j}(F) = 0, \quad m \neq j, \\
\beta_{pr,m}(F)^T \beta_{pr,j}(F) &\delta_{mj}.
\end{align*}
\]

where \( \rho_{pr,1}(F) = 1 \) and \( \beta_{pr,j} \) denotes the \( j \)th column of the matrix \( \beta_{pr} \). The coefficient functionals obtained under a proportional model are given by

\[
\begin{align*}
D_{pr}(F) &= \frac{1}{2} \left( S_{pr,2}^{-1}(F) - S_{pr,1}^{-1}(F) \right), \\
a_{pr}(F) &= S_{pr,1}^{-1}(F)\mathbf{m}_1(F_1) - S_{pr,2}^{-1}(F)\mathbf{m}_2(F_2), \\
c_{pr}(F) &= \frac{1}{2} \log \left( \frac{\left| S_{pr,2}(F) \right|}{\left| S_{pr,1}(F) \right|} \right) \\
&\quad + \frac{1}{2} \left[ \mathbf{m}_2(F_2)^T S_{pr,2}^{-1}(F) \mathbf{m}_2(F_2) - \mathbf{m}_1(F_1)^T S_{pr,1}^{-1}(F) \mathbf{m}_1(F_1) \right],
\end{align*}
\]
with \( S_{\text{pr},1}(F) = \beta_{\text{pr}}(F)A_{\text{pr},1}(F)\beta_{\text{pr}}(F)^T \), \( A_{\text{pr},1}(F) = \text{diag}(\lambda_{\text{pr},1}, \ldots, \lambda_{\text{pr},p}) \) and \( S_{\text{pr},2}(F) = \rho_{\text{pr},2}(F)S_{\text{pr},1}(F) \). Theorem 3.3 gives the values of their partial influence functions.

**Theorem 3.3.** Let \( m_i(G) \) and \( Y_i(\ell) \) be Fisher-consistent location and scatter functionals such that \( m_i(F_i) = \mu_i \) and \( Y_i(F_i) = \Sigma_i = \rho_i\Sigma_i, \rho_i = 1 \). Denote by \( \beta_1, \ldots, \beta_p \) and \( \lambda_1, \ldots, \lambda_p \) the common eigenvectors and the eigenvalues of \( \Sigma_i \). Assume that the influence functions \( \text{IF}(x, m_i, F_i) \) and \( \Sigma_i = \rho_i\Sigma_i \) exist and that \( \lambda_1 > \ldots > \lambda_p \). Then, the partial influence functions of \( D_{\text{pr}}(F), a_{\text{pr}}(F) \) and \( c_{\text{pr}}(F) \) are given by

\[
\text{PIF}_i(x, D_{\text{pr}}, F) = -\frac{1}{2} \left( \Sigma_2^{-1} \text{PIF}_i(x, S_{\text{pr},2}, F)\Sigma_2^{-1} - \Sigma_1^{-1} \text{PIF}_i(x, S_{\text{pr},1}, F)\Sigma_1^{-1} \right),
\]

\[
\text{PIF}_i(x, a_{\text{pr}}, F) = (-1)^{i+1} \Sigma_i^{-1} \text{IF}_i(x, m_i, F_i) + \Sigma_2^{-1} \text{PIF}_i(x, S_{\text{pr},2}, F)\Sigma_2^{-1} \mu_2,
\]

\[
\text{PIF}_i(x, c_{\text{pr}}, F) = (-1)^i \mu_i^T \Sigma_i^{-1} \text{IF}(x, m_i, F_i)
\]

\[
+ \frac{1}{2} \left\{ \text{tr} \left( \Sigma_2^{-1} \text{PIF}_i(x, S_{\text{pr},2}, F) \right) - \text{tr} \left( \Sigma_1^{-1} \text{PIF}_i(x, S_{\text{pr},1}, F) \right) \right\}
\]

\[
- \frac{1}{2} \left\{ \mu_2^T \Sigma_2^{-1} \text{PIF}_i(x, S_{\text{pr},2}, F)\Sigma_2^{-1} \mu_2
\]

\[
- \mu_1^T \Sigma_1^{-1} \text{PIF}_i(x, S_{\text{pr},1}, F)\Sigma_1^{-1} \mu_1 \right\},
\]

where \( \text{PIF}_i(x, S_{\text{pr},1}, F) = \sum_{j=1}^{p} \text{PIF}_i(x, \lambda_{\text{pr},j}, F)\beta_j\beta_j^T \) and \( \text{PIF}_i(x, S_{\text{pr},2}, F) = \text{PIF}_i(x, \rho_{\text{pr},2}, F)\Sigma_1 + \rho_2 \text{PIF}_i(x, S_{\text{pr},1}, F) \). Moreover, if \( \beta = I_p \), then

\[
\text{PIF}_i(x, S_{\text{pr},1,ij}, F) = \frac{\tau_i}{\rho_i} \text{IF}(x, Y_i, F) - \frac{\tau_i}{\rho_i} \lambda_j A_i + \lambda_j A_1 \delta_i,
\]

\[
\text{PIF}_i(x, S_{\text{pr},1,js}, F) = \frac{\tau_i}{\rho_i} \text{IF}(x, Y_i, F),
\]

\[
\text{PIF}_i(x, S_{\text{pr},2}, F) = \left( A_2 \delta_{i2} - \rho_2 A_1 \delta_{i1} \right) \Sigma_1 + \rho_2 \text{PIF}_i(x, S_{\text{pr},1}, F),
\]

with \( A_i = (1/p) \sum_{j=1}^{p} \text{IF}(x, Y_{i,ij}, F_i)/\lambda_j \).

As in level 2, if \( \Sigma_1 = \Sigma_2, \Sigma_2 = \sum_{j=1}^{p} \text{IF}(x, \lambda_{pr,j}, F) = 0 \), for \( j \neq s \), and so a second order analysis is again necessary. Note also that, if the proportional model holds and \( \Sigma_1 = \text{diag}(\lambda_1, \ldots, \lambda_p) \), then \( \text{PIF}_i(x, S_{\text{eq},\ell,js}, F) = \text{PIF}_i(x, S_{\text{eq},\ell,js}, F), \) for \( \ell = 1, 2 \).

**3.4. Level 4**

The coefficient functionals obtained under equality of the scatter matrices are given by

\[
\left\{ \begin{array}{l}
\text{a}_{\text{eq}}(F) = S_{\text{eq}}^{-1}(F) \left[ m_1(F_1) - m_2(F_2) \right], \\
\text{c}_{\text{eq}}(F) = \frac{1}{2} \left[ m_2(F_2)^T S_{\text{eq}}^{-1}(F)m_2(F_2) - m_1(F_1)^T S_{\text{eq}}^{-1}(F)m_1(F_1) \right],
\end{array} \right.
\]

with \( S_{\text{eq}} = \tau_1 Y_1(F_1) + \tau_2 Y_2(F_2) \). The following result states the partial influence functions of the linear coefficient when using the robustified linear discrimination function and its proof can be found in Pires and Branco [27].
**Theorem 3.4.** Let \( \mathbf{m}_i(G) \) and \( \mathbf{Y}_i(G) \) be Fisher–consistent location and scatter functionals such that \( \mathbf{m}_i(F_i) = \mu_i \) and \( \mathbf{Y}_i(F_i) = \Sigma_i = \Sigma \). Assume that the influence functions \( \text{IF}(\mathbf{x}, \mathbf{m}_i, F_i) \) and \( \text{IF}(\mathbf{x}, \mathbf{Y}_i, F_i) \) exist. Then, the partial influence function of \( \text{a}_{i0}(F) \) and \( \text{c}_{i0}(F) \) are given by

\[
\text{PIF}_i(\mathbf{x}, \mathbf{a}_{i0}, F) = (-1)^{i+1} \Sigma^{-1} \text{IF}(\mathbf{x}, \mathbf{m}_i, F_i) + \tau_i \Sigma^{-1} \text{IF}(\mathbf{x}, \mathbf{Y}_i, F_i) \Sigma^{-1} (\mu_2 - \mu_1),
\]

\[
\text{PIF}_i(\mathbf{x}, \mathbf{c}_{i0}, F) = (-1)^{i} \mu_i^T \Sigma^{-1} \text{IF}(\mathbf{x}, \mathbf{m}_i, F_i) - \frac{1}{2} \tau_i (\mu_2 - \mu_1)^T \Sigma^{-1} \text{IF}(\mathbf{x}, \mathbf{Y}_i, F_i) \Sigma^{-1} (\mu_2 + \mu_1). \tag{24}
\]

**Remark 3.2.** Croux and Joossens [13] studied how observations in the training sample affect the misclassification probability of the quadratic discriminant rule assuming level 1. Proposition 2 therein gives the partial influence functions of the total misclassification probability under levels 2–4, respectively.

**Remark 3.3.** Our approach based on partial influence functions assumes that prior probabilities are known. If \( \pi_i \) are unknown, they can be estimated by the empirical frequency of observations in the training data belonging to group \( i \), for \( i = 1, 2 \) which makes it possible to attain the Bayes error rate asymptotically. In this case, influence functions can be derived as it was done by Croux, Filzmoser and Joossens [11] for the linear discriminant rule.

Figs. 1 and 2 give the plots of the partial influence function \( \text{PIF}_1 \) of the quadratic coefficients functionals \( \mathbf{D}_{11}(F) \) and \( \mathbf{D}_{12}(F) \). The behavior of \( \mathbf{D}_{22}(F) \) is similar to that of \( \mathbf{D}_{11}(F) \) except for a rotation. On the other hand, Fig. 3 shows the partial influence function \( \text{PIF}_1 \) of the norm of the linear coefficient functionals, \( \mathbf{a}(F) \). In all figures, we have \( p = 2, F = F_1 \times F_2 \) with \( F_1 = N_2(0, \text{diag}(2, 1)) \) and \( F_2 = N_2(\mu_2, 4 \text{ diag}(2, 1)) \) with \( \mu_2 = (4, 0)^T \). The partial influence functions of \( \xi(F) \) behave as the precedent ones and so we omit their graphs here. We have considered as scatter matrices estimators the sample covariance matrix, the \( S \)-estimator using as \( \rho \) function biweight Tukey’s function calibrated to attain 25% breakdown point and the Donoho–Stahel [28] estimator with weight function the Huber’s function with constant \( \sqrt{\chi_2^2(0.95)} = 2.4477 \). For the last estimator, the univariate location and scale functionals are the median and the MAD (median of the absolute deviations with respect to the median). Expressions for the influence function of the Donoho–Stahel and the \( S \)-scatter functionals can be found in Gervini [21] and in Lopuhaä [30], respectively. Similar plots to those given by Croux and Joossens [13] assuming level 1, can be constructed for the total misclassification probability under levels 2–4, by using Proposition 2 therein and our results (see Remark 3.2).

In all cases, the shape of the partial influence functions of the robust estimates is comparable to that of their classical relatives at the center of the distribution. Besides, the influence at points further away is downweighted for the robust estimates, while it is much larger for the classical ones. However, it should be noticed that the robust functionals related to the Donoho–Stahel have a discontinuity at 0, due to the discontinuity of the influence function of the Donoho–Stahel scatter functional. On the other hand, the partial influence function of each robust functional follows the same behavior as the score function used to define them. To be more precise, in all cases, for the robust functionals, the partial influence function of \( \mathbf{D}_{12}(F) \) is largest along the bisectors while that of \( \mathbf{D}_{11}(F) \) attains large values only for smaller values of \( x_2 \) combined with moderate values.
of $x_1$. Finally, the norm of $\text{PIF}_1(x, a, F)$ has different shapes according to the model used for discrimination. When level 1 holds, it has a hat shape with the wings parallel to the axis $x_1$. Under level 2, the partial influence functions of each robust functionals show three modes while, under level 3, only two parallel bumps are present.

4. Asymptotic variances

Asymptotic variances can be derived heuristically, using partial influence functions. Let $F_N$ denote the empirical distribution of the $k$ independent samples $x_{ij}, 1 \leq j \leq n_i, 1 \leq i \leq k$ and $T_N = T(F_N)$. In Pires and Branco [27], it is shown that if $N^{1/2} \{T_N - T(F)\} = \sum_{i=1}^{k} (T_{ni})^{-1/2} \sum_{j=1}^{n_i} \text{PIF}_i(x_{ij}, T, F) + o_p(1)$, then the asymptotic variance of the estimates can be evaluated as

$$\text{ASVAR}(T_N) = \text{ASVAR}(T_N, F) = \sum_{i=1}^{k} \tau_i^{-1} E_{F_i} \left\{ \text{PIF}_i(x_{i1}, T, F) \text{PIF}_i(x_{i1}, T, F)^T \right\}. \quad (26)$$

Theorems 4.1–4.3 give the asymptotic variance of the quadratic, linear and constant coefficient estimators when the quadratic discriminant rule is used, under levels 1–3, respectively.
Fig. 2. (a) PIF\(_1\)(x, D\(_{DF,12}\), F), (b) PIF\(_1\)(x, D\(_{CP,12}\), F) at F = F\(_1\) × F\(_2\) with F\(_1\) = N\(_2\) (0, diag(2, 1)) and F\(_2\) = N\(_2\) (\(\mu_2\), 4 diag(2, 1)).

**Theorem 4.1.** Let \(m_i(G)\) and \(Y_i(G)\) be Fisher-consistent location and scatter functionals such that \(m_i(F_i) = \mu_i, m_i(F_{ni}) = \hat{\mu}_i, Y_i(F_i) = \Sigma_i\) and \(Y_i(F_{ni}) = \hat{\Sigma}_i\), with \(F_{ni}\) the empirical distribution function of the \(i\)th population. Assume that the influence functions IF (x, \(m_i\), \(F_i\)) and IF (x, \(Y_i\), \(F_i\)) exist and that A1 and A2 hold. Then, when \(\Sigma_i = \Lambda_i = \text{diag}(\lambda_1, \ldots, \lambda_{ip})\), i.e., when the CPC model holds with \(\beta = \mathbf{I}_p\), the asymptotic variances of the estimators \(\hat{\Lambda}_{DF}, \hat{\Sigma}_{DF}\) and \(\hat{\xi}_{DF}\) defined in (1) are given by

\[
\text{ASVAR}(\hat{\Lambda}_{DF, js}) = \frac{1}{4} \left[ \sigma_1 + [\sigma_1 + \sigma_2] \delta_{js} \right] \sum_{i=1}^{2} \frac{1}{\tau_i \lambda_{ij} \lambda_{is}},
\]
\[
\text{ASVAR}(\hat{\Sigma}_{DF}) = \sum_{i=1}^{2} \frac{1}{\tau_i \lambda_{ij}} \left[ \sigma_3 + \frac{\mu_{ij}^2}{\lambda_{ij}} (\sigma_1 + \sigma_2) + \sigma_1 \sum_{s=1}^{p} \frac{\mu_{ix}^2}{\lambda_{is}} \right],
\]
\[
\text{ASVAR}(\hat{\xi}_{DF}) = \sum_{i=1}^{2} \frac{1}{\tau_i} \left( v_{i1} + \frac{1}{4} v_{i2} + v_{i3} \right),
\]

with \(v_{i1} = \sigma_3 \sum_{s=1}^{p} \mu_{is}^4 / \lambda_{is}, v_{i2} = \sigma_2 \left[ \sum_{s=1}^{p} (1 - \mu_{is}^2 / \lambda_{is}) \right]^2 + 2 \sigma_1 \sum_{s=1}^{p} (1 - \mu_{is}^2 / \lambda_{is})^2 \) and \(v_{i3} = \sigma_1 \sum_{j<s} \mu_{ij}^2 \mu_{is}^2 / (\lambda_{is} \lambda_{ij})\).
Theorem 4.2. Let $m_i(G)$ and $Y_i(G)$ be Fisher-consistent location and scatter functionals such that $m_i(F_i) = \mu_i$, $m_i(F_{n_i}) = \hat{\mu}_i$, $Y_i(F_i) = \Sigma_i$ and $Y_i(F_{n_i}) = \hat{V}_i$, with $F_{n_i}$ the empirical distribution function of the $i$th population. Moreover, assume that $\Sigma_i = \Lambda_i = \text{diag}(\lambda_{i1}, \ldots, \lambda_{ip})$, i.e., the common principal components model holds with $\beta = I_p$. Assume that the influence functions $IF(x, m_i, F_i)$ and $IF(x, Y_i, F_i)$ exist, that $\lambda_{i1} > \cdots > \lambda_{ip} > 0$ and that $A1$ and $A2$ hold. Then, the asymptotic variances of the estimators $\hat{\lambda}_{cpc}$, $\hat{\mu}_{cpc}$ and $\hat{\gamma}_{cpc}$ defined in (2) are

\[
\text{ASVAR}(\hat{\lambda}_{cpc, js}) = (1-\delta_{js}) \frac{\sigma_1}{4} \theta_{ij} \left[ \sum_{i=1}^{2} (-1)^i \frac{\hat{\lambda}_{ij} - \hat{\lambda}_{is}}{\hat{\lambda}_{ij} \hat{\lambda}_{is}} \right]^2 + \delta_{js} \frac{2\sigma_1 + \sigma_2}{4} \sum_{i=1}^{2} \frac{1}{\tau_i \hat{\lambda}_{ij}^2},
\]

\[
\text{ASVAR}(\hat{\mu}_{cpc, j}) = \sum_{i=1}^{p} \frac{1}{\tau_i \hat{\lambda}_{ij}} \left[ \sigma_3 + \frac{\mu_{ij}^2}{\hat{\lambda}_{ij}} (2\sigma_1 + \sigma_2) \right] + \sigma_1 \sum_{s=1}^{p} \theta_{sj} \left[ \sum_{i=1}^{2} (-1)^i+1 \frac{\mu_{is} (\hat{\lambda}_{ij} - \hat{\lambda}_{is})}{\hat{\lambda}_{ij} \hat{\lambda}_{is}} \right]^2,
\]

Fig. 3. (a) $\|\text{PIF}_1(x, a_{\text{DIF}}, F)\|$, (b) $\|\text{PIF}_1(x, a_{\text{CPC}}, F)\|$, and (c) $\|\text{PIF}_1(x, a_{\text{PR}}, F)\|$ at $F = F_1 \times F_2$ with $F_1 = N_2(0, \text{diag}(2, 1))$ and $F_2 = N_2(\mu_2, 4 \text{ diag}(2, 1))$. 

\[ \text{ASVAR}(\widehat{\Sigma}_{\text{CPC}}) = \sum_{i=1}^{2} \frac{1}{\tau_i} \left( v_{i1} + \frac{1}{4} v_{i2} + \tau_i^2 v_{i4} \right), \]

(32)

where \( \theta_{ij} = \left\{ \frac{\sum_{i=1}^{j} \tau_i (\lambda_{ij} - \lambda_{i})^2}{(\lambda_{ij} - \lambda_{jis})^2} \right\}^{-1} \), \( v_{i1} \) and \( v_{i2} \) are defined in Theorem 4.1 and \( v_{i4} = \sigma_1 \sum_{j<s} \theta_{sj}^2 \left[ \sum_{k=1}^{2} (-1)^k \mu_{ks} \mu_{kj} (\lambda_{kj} - \lambda_{ks})/ (\lambda_{kj} - \lambda_{ks}) \right]^2 (\lambda_{ij} - \lambda_{jis})^2 / (\lambda_{ij} - \lambda_{jis}). \)

**Theorem 4.3.** Let \( m_i(G) \) and \( Y_i(G) \) be Fisher-consistent location and scatter functionals such that \( m_i(F_i) = \mu_i, \ m_i(F_n) = \widehat{\mu}_i, \ Y_i(F_i) = \Sigma_i = \rho_i \Sigma_1, \rho_1 = 1 \) and \( Y_i(F_n) = V_i \), with \( F_n \) the empirical distribution function of the \( i \)th population. Moreover, assume that \( \Sigma_1 = A_1 = \text{diag}(\lambda_1, \ldots, \lambda_p) \), i.e., the proportional model holds with \( \beta = 1_p \). Assume that the influence functions \( IF(x, m_i, F_i) \) and \( IF(x, Y_i, F_i) \) exist, \( \lambda_1 > \cdots > \lambda_p \) and that \( A_1 \) and \( A_2 \) hold. Then, the asymptotic variances of the estimators \( \widehat{\Delta}_{\text{PR}}, \widehat{\Sigma}_{\text{PR}} \) and \( \widehat{\Sigma}_{\text{PR}} \) defined in (3) are given by

\[ \text{ASVAR}(\widehat{\Delta}_{\text{PR}}, js) = \frac{1}{4 \lambda_s \lambda_j} \left\{ (1 - \delta_{js}) \sigma_1 \gamma_2 + \delta_{js} \frac{1}{p} \left[ 2(p - 1) \sigma_1 \gamma_2 + (2 \sigma_1 + p \sigma_2) \sum_{i=1}^{2} \frac{1}{\rho_i^2 \tau_i} \right] \right\}, \]

(33)

\[ \text{ASVAR}(\widehat{\Sigma}_{\text{PR}}, js) = \sum_{i=1}^{2} \frac{1}{\tau_i \rho_i \lambda_j} \left[ \sigma_3 + \mu_{ij}^2 (2 \sigma_1 + p \sigma_2) \right] + \sigma_1 \left[ \frac{p - 2}{p \lambda_j^2} v_{js} + \sum_{s=1}^{p} \frac{1}{\lambda_j \lambda_s} v_{s} \right], \]

(34)

\[ \text{ASVAR}(\widehat{\Sigma}_{\text{PR}}) = \sum_{i=1}^{2} \frac{1}{\tau_i} \left( v_{i1} + \frac{1}{4} v_{i2} + \tau_i^2 v_{i4} \right), \]

(35)

where \( \gamma_2 = \left( \frac{\rho_2^{-1} - 1}{2} \right)^2 \) and \( v_{s} = \left( \mu_{2s} \rho_2^{-1} - \mu_{1s} \right)^2 \), \( v_{i4} \) is defined in Theorem 4.1, \( v_{i4} \) defined in Theorem 4.2 equals \( \sigma_1 \sum_{s<j} \lambda_j^{-1} \lambda_s^{-1} \left( \sum_{i=1}^{2} (-1)^i \mu_{is} \mu_{ij} / \rho_i \right)^2 \) and

\[ v_{i5} = 2 \sigma_1 \sum_{j=1}^{p} \left[ (-1)^j \tau_i \left( \frac{\mu_{ij}^2}{\lambda_j} - \frac{\mu_{2j}^2}{\rho_2 \lambda_j} \right) + 1 - \frac{\tau_1}{\rho_2 p} \sum_{s=1}^{p} \frac{\mu_{2s}^2}{\lambda_s} - \frac{\tau_2}{p} \sum_{s=1}^{p} \frac{\mu_{1s}^2}{\lambda_s} \right]^2 \]

\[ + \sigma_2 \sum_{j=1}^{p} \left( 1 - \frac{\mu_{ij}^2}{\rho_i \lambda_j} \right)^2. \]

Note that if \( \Sigma_1 = \Sigma_2 \), \( \text{ASVAR}(\widehat{\Delta}_{\text{PR}}, js) = 0 \), for \( j \neq s \), and so a higher order expansion is needed.

**Theorem 4.4.** Let \( m_i(G) \) and \( Y_i(G) \) be Fisher-consistent location and scatter functionals such that \( m_i(F_i) = \mu_i, \ m_i(F_n) = \widehat{\mu}_i, \ Y_i(F_i) = \Sigma_i = \rho_i \Sigma_1, \rho_1 = 1 \) and \( Y_i(F_n) = V_i \), with \( F_n \) the empirical distribution function of the \( i \)th population. Moreover, assume that \( \Sigma_2 = \Sigma_1 = A_1 = \text{diag}(\lambda_1, \ldots, \lambda_p) \),
i.e., level 4 holds with $\beta = I_p$. Assume that the influence functions $IF(x, m_i, F_i)$ and $IF(x, Y_i, F_i)$ exist and that $A1$ and $A2$ hold. Then, the asymptotic variances of the estimators $\hat{\xi}_{\nu0}$ and $\hat{\zeta}_{\nu0}$ defined in (4) are given by

$$\text{ASVAR}(\hat{\xi}_{\nu0}, j) = \sigma_3 \sum_{i=1}^{2} \frac{1}{\tau_i \lambda_j} + \sigma_1 \sum_{s=1}^{p} \frac{1}{\lambda_j \lambda_s} v_s + (\sigma_1 + \sigma_2) \frac{1}{\lambda_j^2} v_j,$$

$$\text{ASVAR}(\hat{\zeta}_{\nu0}) = \sum_{i=1}^{2} \frac{1}{\tau_i} \left( v_{i1} + \frac{1}{4} v_{i6} + \mu_j \right),$$

where $v_s = [\mu_2s - \mu_1s]^2$, $v_{i1}$ is defined in Theorem 4.1, $v_{i4}$ are defined in Theorem 4.2 and $v_{i6} = \tau_i \left( 2 \sigma_1 \sum_{j=1}^{p} \left( \mu_{1j} / \lambda_j - \mu_{2j} / \lambda_j \right)^2 + \sigma_2 \left( \sum_{j=1}^{p} \left( \mu_{1j} - \mu_{2j} \right) / \lambda_j \right)^2 \right)$.

4.1. Variance comparisons across the different levels

In this section we compare the asymptotic variances of the estimated coefficients under the different hierarchies considered. Without loss of generality, we will assume that $\mu_1 = 0$.

When the CPC model holds, Theorems 4.1 and 4.2 entail that

- $\text{ASVAR}(\hat{\Delta}_{\text{diff}, js}) = \text{ASVAR}(\hat{\Delta}_{\text{cpc}, js})$: As with the classical rule, the gain achieved by using the CPC instead of ordinary quadratic discrimination may not be large, at least in the two sample case.
- $\text{ASVAR}(\hat{\Delta}_{\text{diff}, js}) \geq \text{ASVAR}(\hat{\Delta}_{\text{cpc}, js})$, $j \neq s$: Moreover, as noted by Flury and Schmid [17] for the classical estimators, equality holds for the robust quadratic coefficients if $\lambda_{1s} - \lambda_{1j} = \lambda_{2s} - \lambda_{2j}$. On the other hand, as in the classical case, if $\lambda_{1s}^{-1} - \lambda_{1j}^{-1} = \lambda_{2s}^{-1} - \lambda_{2j}^{-1}$, the coefficient $\hat{\Delta}_{\text{cpc}, js}$ obtained under a CPC model tends to zero at a rate faster than $n^{-1/2}$.
- $\text{ASVAR}(\hat{\Delta}_{\text{diff}, j}) \geq \text{ASVAR}(\hat{\Delta}_{\text{cpc}, j})$ and $\text{ASVAR}(\hat{\zeta}_{\text{diff}}) \geq \text{ASVAR}(\hat{\zeta}_{\text{cpc}})$: In both cases equality is attained if $\mu_2s = 0$, for $s \neq j$.

For the classical estimators, Flury and Schmid [17] noticed that in the particular case of the O’Neill [25] model, only the off-diagonal quadratic coefficients $\hat{\Delta}_{js}$ have smaller asymptotic variances under the CPC model, while identical results are obtained for the linear coefficients. This property also holds for our robust proposals.

When the underlying model is a proportional one, from Theorems 4.1 to 4.3 we have that

- $\text{ASVAR}(\hat{\Delta}_{\text{diff}, js}) = \text{ASVAR}(\hat{\Delta}_{\text{cpc}, js}) > \text{ASVAR}(\hat{\Delta}_{\text{pr}, js})$: As in the classical setting, CPC discrimination and ordinary quadratic discrimination yield the same asymptotic variances. For $p_2$ close to 1, $\text{ASVAR}(\hat{\Delta}_{\text{pr}, js})$ can become considerably smaller than $\text{ASVAR}(\hat{\Delta}_{\text{cpc}, js})$. On the other hand, when $\tau_1 = \tau_2 = 1/2$ and $p$ is large, $\text{ASVAR}(\hat{\Delta}_{\text{pr}, js})$ can also become considerably smaller than $\text{ASVAR}(\hat{\Delta}_{\text{cpc}, js})$.
- $\text{ASVAR}(\hat{\Delta}_{\text{diff}, js}) \geq \text{ASVAR}(\hat{\Delta}_{\text{cpc}, js}) = \text{ASVAR}(\hat{\Delta}_{\text{pr}, js})$, for $j \neq s$: Moreover, when $\tau_1 = \tau_2 = 1/2$, we have that $\frac{1}{2} \text{ASVAR}(\hat{\Delta}_{\text{diff}, js}) \geq \text{ASVAR}(\hat{\Delta}_{\text{cpc}, js}) = \text{ASVAR}(\hat{\Delta}_{\text{pr}, js})$. On the other hand, for $p_2$ close to 1, the last two variances may become considerably smaller than $\text{ASVAR}(\hat{\Delta}_{\text{diff}, js})$ and so, for these coefficients, using the more parsimonious model appears to have considerable advantage over ordinary quadratic discrimination.
Table 1

Relationship among the asymptotic variances under the different hierarchical models

<table>
<thead>
<tr>
<th>Estimated coefficient</th>
<th>True Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\Delta}_{jj} )</td>
<td>DIF = CPC</td>
</tr>
<tr>
<td>( \hat{\Delta}_{js} )</td>
<td>DIF ( \geq ) CPC</td>
</tr>
<tr>
<td>( \hat{\xi}_{j} )</td>
<td>DIF ( \geq ) CPC</td>
</tr>
<tr>
<td>( \hat{\xi}_{s} )</td>
<td>DIF ( \geq ) CPC</td>
</tr>
</tbody>
</table>

DIF, CPC, PR, and EQ indicate the model used to estimate the parameters, i.e., the model used for discrimination.

- ASVAR(\( \hat{\xi}_{DIF,j} \)) \( \geq \) ASVAR(\( \hat{\xi}_{CPC,j} \)) \( \geq \) ASVAR(\( \hat{\xi}_{PR,j} \)): If \( \mu_2 = 0 \) equality holds in all cases, otherwise some improvement may be expected.
- ASVAR(\( \hat{\xi}_{DIF} \)) \( \geq \) ASVAR(\( \hat{\xi}_{CPC} \)) \( \geq \) ASVAR(\( \hat{\xi}_{PR} \)): Moreover, ASVAR(\( \hat{\xi}_{CPC} \)) = ASVAR(\( \hat{\xi}_{PR} \)) if for some constant \( c \), \( \mu_2 = c \left( \lambda_{1}^{1/2}, \ldots, \lambda_{p}^{1/2} \right) \). In particular, if \( \mu_2 = 0 \) we have ASVAR(\( \hat{\xi}_{DIF} \)) = ASVAR(\( \hat{\xi}_{CPC} \)) = ASVAR(\( \hat{\xi}_{PR} \)).

As in the classical case, these results suggest that using the proportional model, provided it is true, may be advantageous, particularly for large dimensions. Furthermore, CPC discrimination can also be expected to perform better than quadratic discrimination under these circumstances.

When the scatter matrices are equal, \( \hat{\Delta}_{EQ,js} = 0 \) for any \( j, s \) and

- ASVAR(\( \hat{\Delta}_{DIF,j} \)) = ASVAR(\( \hat{\Delta}_{CPC,j} \)) > ASVAR(\( \hat{\Delta}_{PR,j} \)) > 0: Note that in the robust setting, since \( \sigma_2 \) can be different from 0, we do not obtain the inequality ASVAR(\( \hat{\Delta}_{DIF,j} \)) = ASVAR(\( \hat{\Delta}_{CPC,j} \)) > p ASVAR(\( \hat{\Delta}_{PR,j} \)) as in the classical case.
- ASVAR(\( \hat{\Delta}_{DIF,js} \)) \( > \) ASVAR(\( \hat{\Delta}_{CPC,js} \)) = ASVAR(\( \hat{\Delta}_{PR,js} \)) = 0 for \( j \neq s \): Under both CPC and proportional discrimination, the variance of \( \hat{\Delta}_{js} \) converges to zero at a rate faster than \( n^{-1} \).
- ASVAR(\( \hat{\xi}_{DIF,j} \)) \( \geq \) ASVAR(\( \hat{\xi}_{CPC,j} \)) \( \geq \) ASVAR(\( \hat{\xi}_{PR,j} \)) \( \geq \) ASVAR(\( \hat{\xi}_{EQ,j} \)): If \( \mu_2 = 0 \) equality holds in all cases, otherwise a reduction of the variance can be attained by using one of the constrained models. As for the classical rule, the advantage of proportional and linear discrimination increases with the dimension.
- ASVAR(\( \hat{\xi}_{DIF} \)) \( \geq \) ASVAR(\( \hat{\xi}_{CPC} \)) \( \geq \) ASVAR(\( \hat{\xi}_{PR} \)) \( \geq \) ASVAR(\( \hat{\xi}_{EQ} \)). Note that, for this parameter, if \( \mu_2 = 0 \), we have that ASVAR(\( \hat{\xi}_{DIF} \)) = ASVAR(\( \hat{\xi}_{CPC} \)) = ASVAR(\( \hat{\xi}_{PR} \)) > ASVAR(\( \hat{\xi}_{EQ} \)).

In Table 1 we summarize the above results concerning the relationships among the asymptotic variances along the hierarchical models on the scatter matrices. It is worth noticing that even when the asymptotic variances of the robust estimators are not proportional to their classical relatives, the relationships shown in Table 1 coincide with those obtained by Flury and Schmid [17], that is, the order is preserved.

5. Monte Carlo study

Up till now, we have considered asymptotic variances, but in the context of discrimination misclassification error rates are also important, especially for moderate to small sample sizes. In order to have a deeper insight into misclassification rates, we have performed a simulation study.
We have considered two populations of sizes \( n_1 = n_2 = n = 20, 30, 40, 50, 75 \) and 100 in dimension \( p = 4 \). The classification rules to be compared are:

- the ordinary quadratic rule denoted \( Q_{\text{DIFF}} \);
- the quadratic classification rule under level 2, i.e., \( Q_{\text{CPC}} \);
- the quadratic classification rule under level 3, i.e., \( Q_{\text{PR}} \); and
- the linear classification rule denoted \( Q_{\text{EQ}} \),

indicated as diamonds, squares, inverted triangles and circles combined with solid lines in all figures, respectively. The horizontal dashed line indicates the optimal error rate. All of them were computed using the sample mean and the sample covariance matrix and also using as robust estimators the Donoho–Stahel estimators with weight function the Huber’s function with constant \( \sqrt{\pi^2 (0.95)} \) and the \( S \)-estimators using as function the biweight Tukey’s function calibrated to attain 25% breakdown point. The \( S \)-estimators were computed using the MATLAB programs provided in Christophe Croux’s personal website taking 1000 random \( p \)-subsets. To obtain approximately the worst direction for the Donoho–Stahel estimator, we have combined a search over 1000 random directions on the \( p \)-dimensional sphere together with 1000 directions using random \( p \)-subsets.

Since, \( \pi_1 = \pi_2 = \frac{1}{2} \), the total misclassification error of a given rule \( Q \), under the central model, equals

\[
TPM(Q) = \frac{P_1 (Q(y) < 0) + P_2 (Q(y) > 0)}{2},
\]

where \( P_i \) is the probability related to a \( N_p(\mu_i, \Sigma_i) \), \( i = 1, 2 \). In order to estimate it, we have considered validation samples of size \( m = 10000 \). To be more precise, we have generated independent random variables \( y_{i1}, \ldots, y_{im} \) with \( y_{ij} \sim N_p(\mu_i, \Sigma_i) \), for \( i = 1, 2 \). For each observation \( y_{ij} \) we evaluated \( Q_{ij} = Q(y_{ij}) \) and we have computed

\[
\hat{TPM}(Q) = \frac{\# \{ Q_{1j} < 0 \} + \# \{ Q_{2j} > 0 \} }{2m}.
\]

We have performed 1000 replications and the mean of the estimated misclassification error over replications, \( \overline{TPM}(Q) \), was computed in order to compare the discrimination rules under different models and different contaminations.

We give a detailed description of the five designs considered. In all cases and without loss of generality, we have assumed that \( \mu_1 = 0 \).

- **Design 1** (Efron’s model): An optimal model for linear discrimination with \( \Sigma_1 = \Sigma_2 \) (see \([15,18]\)). Under this model the advantage of using the linear rule over the CPC discrimination and the ordinary quadratic discrimination increases with the dimension \( p \). On the other hand, the variances of the estimators of the linear and constant coefficients of \( Q_{\text{PR}} \) approach those obtained in linear discrimination when \( p \) increases. With respect to the quadratic coefficients, the same argument holds for the non-diagonal elements when using the classical methods while for the robust one, a term involving the coefficient \( \sigma_2 \) is always present. One expects that proportional discrimination will do as well as linear discrimination, for the classical rule and assessing the effect of using robust estimators is one of the goals of this simulation study. The parameters were chosen as \( \mu_2 = (3, 0, 0, 0)^T, \Sigma_1 = \Sigma_2 = \text{diag} (1, 2, 8, 16) \), yielding an optimal error rate of 0.0668. The eigenvalues were chosen to be different to
avoid convergence problems when solving the equations leading to the estimators under a CPC model.

- **Design 2** (A proportional model): In this case we have considered a design similar to design 1, but including a proportionality constant, i.e., we have chosen \( \mu_2 = (3, 0, 0, 0)^T \), \( \Sigma_1 = \text{diag}(1, 2, 8, 16) \), \( \Sigma_2 = 4 \Sigma_1 \). The optimal rate is now 0.0885.

- **Design 3** (O’Neill’s model): This is a design based on a particular model studied by O’Neill [25] and considered in Flury et al. [18], for the purpose of comparing the performance of linear and ordinary quadratic classification rules. In this design \( \mu_2 = (\Delta, 0, 0, 0)^T \), \( \Sigma_1 = I_4 \), \( \Sigma_2 = \text{diag}(\sigma^2, 1, 1, 1) \). We have chosen \( \Delta = 4.5 \) and \( \sigma^2 = 9 \) leading to an optimal error rate of 0.1073. O’Neill’s model is a CPC model but not a proportional one and thus, both ordinary quadratic discrimination and CPC discrimination are theoretically correct. Optimal classification is quadratic only in the first variable. However, as the calculations given above suggest, the CPC discrimination is not expected to do much better than ordinary quadratic discrimination. On the other hand, in the classical case, O’Neill [25,26] noticed that it took a very large sample size for quadratic discrimination to improve linear discrimination, even if \( \sigma \) is so different than 1 as in our example.
**Design 4** (A CPC model): When the CPC model holds, both $Q_{\text{DF}}$ and $Q_{\text{CPC}}$ are theoretically correct. As mentioned above, and as discussed in Flury and Smith [17], the asymptotic variances indicate that using $Q_{\text{CPC}}$ does not necessarily yield estimates of the discriminant function coefficients with smaller variances than $Q_{\text{DF}}$. The advantage of the method depends on the eigenvalues. For instance, if $\lambda_{1s}^{-1} - \lambda_{1j}^{-1} = \lambda_{2s}^{-1} - \lambda_{2j}^{-1}$, for all $(s, j)$, then CPC discrimination and ordinary quadratic discrimination should do about equally well. On the other hand, if $\lambda_{1s}^{-1} - \lambda_{1j}^{-1} = \lambda_{2s}^{-1} - \lambda_{2j}^{-1}$, for all $(s, j)$, then some quadratic coefficients have smaller asymptotic variances if estimated using the CPC model. Our parameter setup for the simulation study was taken as $\Sigma_1 = \text{diag} (1/5, 1/2, 2/3, 5/6)$, $\Sigma_2 = \text{diag} (1/4, 1, 2, 5)$ and $\mu_2 = (1, 0, 0, 0)^T$ to study the improvement obtained with the robust CPC rule. The optimal error rate equals 0.0991.

**Design 5** (A quadratic model): We have considered the same design as in Flury et al. [18] in which none of the CPC, proportional or linear discrimination rules are correct. We wanted the CPC model to be far from correct. A particular way to generate such models is to take
Fig. 6. Estimated misclassification rates under Design 3. Diamonds correspond to $Q_{\text{DIF}}$, squares to $Q_{\text{CPC}}$, inverted triangles to $Q_{\text{PR}}$ and circles to the linear discrimination rule. The horizontal dashed line indicates the optimal error rate.

$\mu_2 = (2, 0, 0, 0)^T$, 

$\Sigma_1 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 1/2 & 1/2 \\ 0 & 1/2 & 1 & 1/2 \\ 0 & 1/2 & 1/2 & 1 \end{pmatrix}$, \quad $\Sigma_2 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 1/2 & 0 \\ 0 & 0 & 0 & 1/2 \end{pmatrix}$

yielding an optimal error rate of 0.1278.

The results for normal data will be indicated by $C_0$, while two contaminations were studied

- $C_1$: $x_{i1}, \ldots, x_{in}$ are i.i.d. $0.9 N_4(\mu_i, \Sigma_i) + 0.1 N_4(\mu_i, 9\Sigma_i)$.
- $C_2$: $x_{i1}, \ldots, x_{in}$ are i.i.d. $0.9 N_4(\mu_i + \mu, \Sigma_i) + 0.1 N_4(\mu_i + \mu, \Sigma_i)$ with $\mu = (10, 0, 0, 0)^T$. The aim of this contamination is to see how the bias of parameter estimates affects the probability of misclassification.

Figs. 4–8 summarize the results of the simulation study. The results show the advantage of using robust procedures when contamination is present. For instance, under $C_2$, in most cases, the error
rates with the classical rules are over twice those of the uncontaminated situations. The robust procedures behave quite similarly under normal errors and the two contaminations considered. In general, contamination $C_2$ seems to be more harmful than contamination $C_1$. However, the error rates related to the Donoho–Stahel estimator are slightly smaller than those related to the $S$-estimator under $C_2$. Besides, for small sample sizes ($n = 20, 30$), the Donoho–Stahel rule shows in all cases larger rates under $C_0$ than that derived from the $S$-estimator. This performance of the Donoho–Stahel rule may be due to the difficulty to obtain the optimal direction for small sample sizes and also to the larger bias of the estimator for small sample sizes. On the other hand, as expected, under $C_0$, the advantage of using the classical rule over the robust ones decreases as the sample size increases. Moreover, under $C_0$, the conclusions obtained in Flury et al. [18] hold for both the classical and robust discrimination rules. To summarize,

- **Design 1**: If equality holds, under $C_0$, then the linear discrimination is the best one, but not much is lost if proportional discrimination is used. If CPC or ordinary quadratic discrimination are used, approximately twice the observations are needed to obtain the same error rate $\hat{TPM}$. These conclusions remain valid for the robust procedure based on the Donoho–Stahel estimator even under both contaminations and for that based on the $S$-scatter under $C_0$ and $C_1$. Surprisingly,
under $C_2$ the rule based on the $S$-estimator gives better rates with the CPC and quadratic discrimination than for the linear one.

- **Design 2**: All methods except the linear discrimination are theoretically correct, but clearly, under $C_0$, $Q_{PR}$ performs much better than either $Q_{CPC}$ or $Q_{DIF}$. This conclusion remains valid for the robust Donoho–Stahel procedure under both contaminations and for the $S$-rule under $C_1$, while for the classical procedure all rules perform similarly bad for data faraway from normality. It is worth noticing that, under $C_2$, when using the $S$-estimator, all the quadratic discrimination rates are quite similar, however, the lower rates are attained by CPC discrimination.

- **Design 3**: One would expect that the two theoretically correct rules, $Q_{CPC}$ and $Q_{DIF}$ performed considerably better than the inappropriate proportional and linear methods. However, under $C_0$, all methods perform quite similarly, and only for sample sizes larger than 40, $Q_{DIF}$ starts to perform better than the linear rule. On the other hand, $Q_{CPC}$ appears to have a noticeable advantage over $Q_{DIF}$ while the linear rule performs better than $Q_{PR}$. As mentioned in Flury et al. [18], a possible explanation for this unexpected phenomenon is that $Q_{PR}$ introduces the wrong flexibility, compared to the linear discriminant rule. Proportional discrimination forces the boundary of the classification regions to be genuinely quadratic, which is undesirable in this case. This model corresponds to the situation where the direction of the mean difference is
identical to the direction of the difference in variance. More precisely, \( \mu_1 - \mu_2 \) is proportional to the eigenvector of \( \Sigma_1^{-1} \Sigma_2 \) related to the single eigenvalue that is different from 1. These comments remain valid for both robust procedures, not only under \( C_0 \) but also under \( C_1 \) and \( C_2 \). However, the classical rule, under \( C_2 \) reverses the conclusions since the best error rate is attained by the linear discrimination rule followed by \( Q_{pr} \) and by both the CPC and the ordinary quadratic rule that performed quite similarly. In this design, none of the methods seems suitable to handle the situation due to their slow convergence to the optimal rate, under \( C_0 \).

- **Design 4**: This design was tailored to favor CPC discrimination. Under \( C_0 \), CPC beats the ordinary discrimination rule for small sample sizes. Note that for \( n = 20 \) the proportional rule performs better than the theoretically correct CPC rule, when using the robust procedure based on the Donoho–Stahel estimator. In both cases, robust and non-robust, the proportional discrimination rule performs surprisingly well. In particular, for sample sizes lower than 40 it gives better rates than ordinary quadratic discrimination. This is quite outstanding in view of the fact that the variance ratios range from 1.25 to 6 and thus, the two scatter matrices are far from being proportional. This behavior underlines the usefulness of proportional discrimination due to its flexibility when introducing only a single parameter for each additional group. Under \( C_1 \), the same behavior is observed for all procedures, robust or not, while under \( C_2 \), the classical proportional discrimination rule performs much worse than the other two quadratic rules. The conclusions described for the behavior of the robust proposal under \( C_0 \), also hold under \( C_2 \).

- **Design 5**: In this case, the appropriate rule is the ordinary quadratic method. All three constrained methods are theoretically wrong. However, the linear discrimination rule shows its advantage over the proportional one under the three distributions considered. The ordinary quadratic rule performs better than the CPC rule for both the classical and robust procedures and all contaminations. Besides, it should be noticed that, under \( C_2 \), the error rates of \( Q_{DF} \) and \( Q_{CPC} \) are almost the same. Note that \( Q_{DF} \) and \( Q_{CPC} \) perform much better than proportional and linear discrimination.

### 6. Final comments

In this paper we have studied robust methods for discriminating between two groups of elliptical observations, considering several levels of dissimilarities of the scatter matrices.

We have shown, both theoretically and by means of a simulation study, the advantage of using robust procedures over classical ones, especially if the data deviate from multivariate normality.

Our results have also shown that, in some cases, better rates of misclassification can be achieved if a more parsimonious model among all the correct ones is used. Therefore, an important issue is to assess the adequacy of each of the different hierarchical levels. Classical tests for selecting a level within this hierarchy are presented in Flury [16]. Robust versions of those tests have been proposed recently by Boente et al. [6].
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Appendix

Note that (10), (11), (12), (17), (18), (24) and (25) follow immediately from (9), (16) and (23), respectively. In order to prove Theorems 3.2 and 3.3 it will be enough to derive the expressions for the partial influence functions of the matrices $S_{cpc, \ell}$ and $S_{r, \ell}$, $\ell = 1, 2$. These partial influence functions follow immediately from their definitions and from the partial influence functions of the common eigenvectors and the eigenvalues given in Boente et al. [5] under a CPC model and in Boente et al. [2] under a proportional model.

Note that $A1$ and $A2$ imply that

$$
\begin{align*}
\text{ASCV} \left( V_{i,js}, V_{i,m\ell} \right) &= \text{ASCV} \left( V_{i,js}, V_{i,mm} \right) = 0 \quad \text{for } j < s, \ m < \ell \text{ and } (j, s) \neq (m, \ell), \\
\text{ASCV} \left( V_{i,jj}, V_{i,ss} \right) &= \sigma_2 \lambda_{ij} \lambda_{is} \quad \text{for } j < s, \\
\text{ASVAR} \left( V_{i,jj} \right) &= (2\sigma_1 + \sigma_2) \lambda_{ij}^2, \\
\text{ASVAR} \left( V_{i,js} \right) &= \sigma_1 \lambda_{ij} \lambda_{is}, \\
\text{ASCV} \left( V_{i,sl}, \hat{\mu}_{ij} \right) &= \text{ASCV} \left( \hat{\mu}_{ir}, \hat{\mu}_{ij} \right) = 0 \quad \text{for } j \neq r, \\
\text{ASVAR} \left( \hat{\mu}_{ij} \right) &= \sigma_3 \lambda_{ij}.
\end{align*}
$$

(38)

Proof of Theorem 4.1. Its proof follows immediately, using (26), (38) and that

$$
\begin{align*}
\text{ASVAR} \left( \hat{\Delta}_{DIF, js} \right) &= \frac{1}{4} \sum_{i=1}^{2} \frac{1}{\tau_i} \frac{1}{\lambda_{ij}^2} \text{ASVAR} \left( V_{i,j} \right), \\
\text{ASVAR} \left( \hat{\alpha}_{DIF, j} \right) &= \frac{2}{\tau_i} \sigma_3 + \frac{2}{\tau_i} \sum_{s=1}^{p} \frac{1}{\lambda_{ij}^2} \text{ASVAR} \left( V_{i,j} \right) \\
&+ \frac{2}{\tau_i} \sum_{i=1}^{2} \frac{1}{\lambda_{ij}^2} \frac{\mu_{is} \mu_{ij}}{\lambda_{ij} \lambda_{is}} \text{ASCV} \left( V_{i,js}, V_{i,js} \right), \\
\text{ASVAR} \left( \hat{\sigma}_{DIF} \right) &= \frac{1}{\tau_i} \sum_{i=1}^{2} \frac{1}{\lambda_{ij}^2} \text{ASVAR} \left( \hat{\mu}_{ij} \right) + \frac{1}{4} \sum_{i=1}^{2} \frac{1}{\tau_i} \sum_{j=1}^{p} \left( 1 - \frac{\mu_{sj}}{\lambda_{ij}} \right)^2 \frac{1}{\lambda_{ij}^2} \text{ASVAR} \left( V_{i,jj} \right) \\
&+ \frac{1}{4} \sum_{i=1}^{2} \frac{1}{\tau_i} \sum_{j=1}^{p} \left( 1 - \frac{\mu_{sj}}{\lambda_{ij}} \right) \left( 1 - \frac{\mu_{is}}{\lambda_{ij}} \right) \frac{1}{\lambda_{ij} \lambda_{is}} \text{ASCV} \left( V_{i,jj}, V_{i,ss} \right) \\
&+ \frac{1}{4} \sum_{i=1}^{2} \frac{1}{\tau_i} \sum_{j<s} \frac{\mu_{ij}^2 \mu_{is}^2}{\lambda_{ij}^2 \lambda_{is}^2} \text{ASVAR} \left( V_{i,js} \right) \\
&= \frac{2}{\tau_i} v_{i1} + \frac{1}{4} \sum_{i=1}^{2} \frac{1}{\tau_i} v_{i2} + \frac{2}{\tau_i} v_{i3}. \quad \square
\end{align*}
$$
Proof of Theorem 4.2. Using (26), we get that the asymptotic variance of \( \hat{\Delta}_{\text{cr}} \) is given by
\[
\sum_{i=1}^{2} \left( \frac{1}{\tau_i} \right) E_{F_i} \left[ \text{PIF}_i(x, D_{\text{cr}, js}, F) \right]^2.
\]
For any \( 1 \leq j, s \leq p \), we have that
\[
\sum_{i=1}^{2} \left( \frac{1}{\tau_i} \right) E_{F_i} \left[ \text{PIF}_i(x, S_{\text{cr}, 2, js}, F) \right]^2.
\]

For any \( 1 \leq j, s \leq p \), we have that
\[
\sum_{i=1}^{2} \left( \frac{1}{\tau_i} \right) E_{F_i} \left[ \text{PIF}_i(x, S_{\text{cr}, 1, js}, F) \right]^2.
\]

When \( j = s \), the above expression, (13) and (38) entail (30). Let us consider now the case when \( j \neq s \). From (14), we derive that
\[
\sum_{i=1}^{2} \left( \frac{1}{\tau_i} \right) E_{F_i} \left[ \text{PIF}_i(x, S_{\text{cr}, 2, js}, F) \right]^2.
\]

Hence, using again (38), straightforward calculations allow to derive (30). In order to prove (31) we have to compute
\[
E_{F_i} \left[ \text{PIF}_i(x, a_{\text{cr}, js}, F) \right]^2.
\]

From the expressions of the partial influence functions of the functional given in (11) and from (38), we obtain easily that
\[
E_{F_i} \left[ \text{PIF}_i(x, a_{\text{cr}, js}, F) \right]^2 = \frac{1}{\tau_{ij}} \left( \lambda_{ij} \sigma_3 + \mu_{ij}^2 (2 \sigma_1 + \sigma_2) + \sigma_1 \sum_{s \neq j} \mu_{is}^2 \frac{\lambda_{ij}}{\lambda_{is}} \right),
\]

which entails (31).

Finally, the expression for \( \text{ASVAR}(\hat{\Delta}_{\text{cr}}) \), follows easily using that \( \text{PIF}_i(x, a_{\text{cr}}, F) = (-1)^i (P_{i1} + P_{i2}/2) - \tau_i P_{i4} \), where
\[
P_{i1} = \sum_{j=1}^{p} \frac{\mu_{ij}}{\lambda_{ij}} \text{IF}(x, m_{ij}, F_i), \tag{39}
\]
\[
P_{i2} = \sum_{j=1}^{p} \frac{1}{\lambda_{ij}} \text{IF}(x, Y_{i,jj}, F_i) \left( 1 - \frac{\mu_{ij}^2}{\lambda_{ij}} \right), \tag{40}
\]
\[
P_{i4} = \sum_{j<s} \theta_{sj} \eta_{sj} \frac{\lambda_{ij} - \lambda_{is}}{\lambda_{ij} \lambda_{is}} \text{IF}(x, Y_{i,j}, F_i), \tag{41}
\]
with $\theta_{sj}$ defined in Theorem 3.2, and $\eta_{js} = \sum_{i=1}^{2} (-1)^{i} \mu_{ij} \mu_{is} (\lambda_{ij} - \lambda_{is}) / (\lambda_{ij} \lambda_{is})$. Details can be found in Bianco et al. [1]. □

The proofs of Theorems 4.3 and 4.4 follow using similar arguments. Details can be found in Bianco et al. [1].
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