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Consider a discrete locally finite subset � of Rd and the complete graph (�, E), with
vertices � and edges E . We consider Gibbs measures on the set of sub-graphs with
vertices � and edges E ′ ⊂ E . The Gibbs interaction acts between open edges having
a vertex in common. We study percolation properties of the Gibbs distribution of the
graph ensemble. The main results concern percolation properties of the open edges
in two cases: (a) when � is sampled from a homogeneous Poisson process; and (b)
for a fixed � with sufficiently sparse points. C© 2010 American Institute of Physics.
[doi:10.1063/1.3514605]

I. INTRODUCTION

Let a sample � ⊂ Rd of a point process be a locally finite set of Rd . We consider an ensemble
of graphs with vertices � and random edges belonging to the set of unordered pairs of points in �.
The edges can be open or closed and we study probability distributions on the set of configurations
of open edges. The classical example is the Erdös-Rényi’s random graph where each edge is open
independently of the others with some probability, see Refs. 1 and 2. We introduce interactions
between edges and/or vertices and study the associated Gibbs measures.

Given a configuration of open edges, two edges collide if both of them are open and they have a
vertex in common. Monomers are those vertices that belong to no open edge. Each collision and each
monomer contribute a positive energy; any open edge contributes a positive energy proportional to
its length. The energy function H is described explicitly in (1) later. The Gibbs measure associated
with H at inverse temperature β > 0 gives more weight to configurations with few monomers, few
(or no) collisions and short edges.

In Theorem 1, we give sufficient conditions on � for the existence of an infinite volume Gibbs
measure. An open edge not colliding with any other edge is called dimer. In Theorem 2, we show
that the ground states for any locally finite configuration � are composed only of monomers and
dimers. Theorem 3 gives conditions for the uniqueness of the ground state. Theorem 4 shows that
if � is a sample of a homogeneous Poisson process with small density and low temperature, then
there is no percolation for almost all �. Non-percolation in this context is the absence of an infinite
sequence of colliding open edges a.s. with respect to the Gibbs measure. Theorem 5 proves that if
� is “sparse” and the temperature is sufficiently low, then there is no percolation a.s. with respect to
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the Gibbs measure. In particular for � satisfying an ε-hard-core condition (that is, the ball of radius
ε around each point of � has no other point of �) for some ε > 0, there is no percolation.

II. DEFINITIONS

Let � be a locally finite set of Rd and consider the complete graph (�, E) with vertex set � and
edge set E := {γ γ ′ : γ, γ ′ ∈ �}. The length of the edge e = γ γ ′, is denoted by L(e) := |γ − γ ′|.
For a point γ ∈ �, let Sγ := {γ γ ′ ∈ E : γ ′ ∈ �}, the set of edges incident on γ .

Let � be the set of subsets of E . A configuration ω ∈ � defines the sub-graph (�,ω). Edges
e ∈ ω are called open with respect to ω. Edges e ∈ E \ ω are called closed with respect to ω. When
it is clear from the context we use the terms open and closed with no mention to the configuration
ω. The degree dγ (ω) of a vertex γ ∈ � is the number of open edges in ω containing γ :

dγ (ω) := |Sγ ∩ ω|.

A. Gibbs measures

The set of ω ∈ � with finite-degree vertices is called

� := {ω : ω ∈ �, dγ (ω) < ∞ for all γ } .

Our goal is to define a Gibbs distribution on � associated to the following formal Hamiltonian

H (ω) :=
∑
e∈ω

L(e) +
∑
γ∈�

φγ (ω), (1)

where φγ (ω) is the contribution of monomers and interacting edges in Sγ defined by

φγ (ω) :=

⎧⎪⎨⎪⎩
h0, if dγ (ω) = 0;

0, if dγ (ω) = 1;

h1
(dγ (ω)

2

)
, if dγ (ω) ≥ 2.

(2)

where 0 < h0 < h1 are fixed parameters. The potential φγ (ω) depends only on the degree dγ (ω).
Degree zero contributes h0, degree 1 does not contribute and each pair of open edges incident on γ

contributes h1.
The potential function φγ depends on infinitely many edges because to establish if dγ (ω) = 0

we have to check that e ∈ ω for infinitely many edges e ∈ Sγ . However, the usual Gibbs construction
(including existence theorem) for this case works without special considerations.

We define a family of finite volume Gibbs measures. For bounded 	 ⊂ Rd the set �	 := � ∩ 	

is finite and so is E	 := {γ γ ′ : γ, γ ′ ∈ �	}. The Gibbs state P	 on �	 := {ω ∈ � : ω ⊂ E	}
with the zero boundary configuration is defined by

P	(ω) := exp{−βH	(ω)}
Z	

, ω ∈ �	, (3)

where the parameter β is called inverse temperature, Z	 is the normalizing constant and

H	(ω) :=
∑
e∈ω

L(e) +
∑
γ∈�	

φγ (ω), ω ∈ �	. (4)

Denote E	 the expectation with respect to P	.
We only consider Gibbs distributions P on � associated with the formal Hamiltonian H defined

in (1) that can be constructed as a limit along subsequences of P	, 	 ↑ Rd , where P	 is defined in
(3). Since � is compact, P exists but may have infinite-degree vertices. In Theorem 1 we show that
under mild conditions on �, all vertex has finite degree with P-probability 1. This implies that P is
concentrated on �. Uniqueness of P is not discussed in this article.
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The measure P	 can be seen as a measure on � concentrating mass in the set �	.

B. Percolation

A path of length n connecting γ0 with γn in the graph (�, E) is a sequence of distinct vertices
γ0, . . . , γn and the edges connecting successive points. A path is open if all its edges γiγi+1 are
open. A connected component of ω is a set of points that can be mutually connected by open paths
and the open edges incident to those points. Maximal connected components of ω are called open
clusters. The open cluster at γ , called Cγ (ω), is the maximal connected component containing γ .
The vertex set of Cγ (ω) is the set of all vertices in � which are connected to γ by open paths and
the edge set of Cγ (ω) is the set of edges of ω which join pairs of such vertices.

We give sufficient conditions for the absence of infinite clusters with P probability one; this is
called no percolation.

III. MAIN RESULTS

A. Existence

Let α > 0. A point set � is α-homogeneous if for any γ ∈ �,

Tγ (α) :=
∑
γ ′∈�

e−αL(γ γ ′) < ∞. (5)

A point set � is uniformly α-homogeneous if

T (α) := sup
γ∈�

Tγ (α) < ∞. (6)

If � consists of hard core ball centers of a fixed radius then � is uniformly α-homogeneous for
all α; this is because the number of points grows polynomially with the distance while the weight
decreases exponentially. Almost all sample � from a Poisson process is α-homogeneous for all α

but uniformly α-homogeneous for no α; see Lemma 2.

Theorem 1: Take 0 < h0 < h1, β > 0 and a β-homogeneous �. Then, any Gibbs measure P at
inverse temperature β is concentrated on �.

B. Ground states

A configuration ω̂ is a local perturbation of ω ∈ � if the symmetric difference ω̂�ω is a finite
set. A configuration ω ∈ � is a ground state if

H (ω̂) − H (ω) ≥ 0

for any local perturbation ω̂ of ω. The difference is well defined because all but a finite number of
terms vanish.

The next result says that all ground states are composed by dimers and monomers.

Theorem 2: For any locally finite configuration � and any 0 < h0 < h1 there exists at least one
ground state. If ω is a ground state then

dγ (ω) ≤ 1

for every γ ∈ �. The length of any open edge in ω is less than 2h0.

Let πλ be the distribution of a homogeneous Poisson process on Rd with rate λ > 0.

Theorem 3: There exists λg such that if λ < λg , then for πλ-almost all � there is only one ground
state.
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C. No percolation at low rate and temperature

We consider the random graph as a dependent percolation model.4 For γ ∈ �, let |Cγ (ω)| be
the number of vertices in Cγ (ω) and let θγ (P) be the probability that the open cluster at γ is infinite:

θγ (P) := P(|Cγ (ω)| = ∞).

We say that there is no percolation for P if θγ (P) = 0.
Take a Poisson process of rate λ and a Gibbs state at inverse temperature β. We establish a

(λ, β)-region where there is no percolation for P:

Theorem 4: If

λ

(
2h0 + log 2

β

)
≤ 1 (7)

then there is no percolation for P for πλ-almost all �.

The next theorem is stronger but for more restricted sets �.

Theorem 5: If � is such that

ε := T (β) exp(−β(h1 − h0)) < 1, (8)

then there is no percolation for P.

Remark 1: Fix �, h0 and h1. Then T (β) is a non-increasing function of β. Therefore the inequality
(8) is valid for all β big enough.

IV. PROOFS

Along this section � is assumed β-homogeneous. Let Po be the product measure on � with
marginals

Po(e ∈ ω) = e−βL(e)

e−βL(e) + e−2βh0
. (9)

Lemma 1: Any infinite volume Gibbs measure P is stochastically dominated by the product measure
Po: for any finite set of edges ζ ⊂ E ,

P(ω ⊃ ζ ) ≤ Po(ω ⊃ ζ ).

Proof: We start proving that for any bounded 	 ⊂ Rd , P	 is stochastically dominated by Po
	 the

product measure defined on �	. Holley Theorem says that if for all ω̃ ⊂ E	

p := P	(e ∈ ω | ω \ {e} = ω̃ \ {e}) ≤ Po
	(e ∈ ω). (10)

then P	 is stochastically dominated by Po
	; see Theorem 4.8 in Ref. 3. This is enough to prove the

lemma because for finite ζ , {ω ⊃ ζ } is a cylinder set and the limit

P(ω ⊃ ζ ) = lim
	↑Rd

P	(ω ⊃ ζ )

≤ lim
	↑Rd

Po
	(ω ⊃ ζ ) = Po(ω ⊃ ζ )

holds along subsequences.
Now we prove (10). Let e = γ1γ2 ∈ E	. The conditional probability in (10) depends only on

configurations on (Sγ1 ∪ Sγ2 ) ∩ E	 \ {e}:
p = P	(e ∈ ω | ωγ1 = ω̃γ1 , ωγ2 = ω̃γ2 ),

where ωγ = ω ∩ Sγ ∩ E	 \ {e}. Consider three cases:
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1. ω̃γ1 = ω̃γ2 = ∅,
3. ω̃γ1 
= ∅, ω̃γ2 = ∅ (and its symmetric version ω̃γ1 = ∅, ω̃γ2 
= ∅).
3. ω̃γ1 
= ∅, ω̃γ2 
= ∅.

Case 1: The edge e is isolated of the rest, so the probability to be in ω is

p = e−βL(e)

e−βL(e) + e−2βh0
= Po(e ∈ ω).

Case 2: Let m be the number of open edges in ω̃γ1 . If e is open then it interacts with m open edges:

p = e−βL(e)−βmh1

e−βL(e)−βmh1 + e−βh0

<
e−βL(e)

e−βL(e) + e−2βh0
= Po(e ∈ ω).

Case 3: Let m be the number of open edges in ω̃γ1 ∪ ω̃γ2 . Then,

p = e−βL(e)−βmh1

e−βL(e)−βmh1 + 1
<

e−βL(e)

e−βL(e) + 1

<
e−βL(e)

e−βL(e) + e−2βh0
= Po(e ∈ ω). �

Proof of Theorem 1: Use Lemma 1 to dominate the degree of γ as follows

Edγ =
∑
γ ′∈�

P(γ γ ′ ∈ ω) ≤
∑
γ ′∈�

Po(γ γ ′ ∈ ω)

=
∑
γ ′∈�

e−βL(γ γ ′)

e−βL(γ γ ′) + e−2βh0
≤ Tγ (β)

e−2βh0
< ∞, (11)

because � is β-homogeneous by hypothesis. �

Lemma 2: Almost all samples � from the Poisson process distribution πλ are α-homogeneous for
all α.

Proof: Without losing generality assume 0 ∈ �. Consider a sequence of hypercubes 	n =
[−n1/d , n1/d ]d , n ≥ 0. Any ring Wn = 	n+1 \ 	n, n ≥ 0, has volume 2. If γ ∈ Wn then L(0γ ) ≥
n1/d and ∑

γ∈�

e−αL(0γ ) ≤
∞∑

n=0

|� ∩ Wn| exp(−αn(1/d)).

Since |� ∩ Wn| is a Poisson random variable with mean 2 for all n, the sum is finite πλ-a.s. for any
α > 0. �

Proof of Theorem 2: Assume ω is a ground state and proceed by contradiction: assume that there
exists a vertex γ ∈ � such that dγ (ω) ≥ 2. Let γ γ ′ ∈ ω. Let ω̃ be the same as ω but without the edge
γ γ ′:

ω̃ := ω \ {γ γ ′}.
Then,

H (ω) − H (ω̃) =
{

L(γ γ ′) + (dγ (ω̃) + dγ ′ (ω̃))h1 if dγ ′ (ω̃) ≥ 1,

L(γ γ ′) + dγ (ω̃)h1 − h0 if dγ ′ (ω̃) = 0.

Since 0 < h0 < h1, we have H (ω) − H (ω̃) > 0, which contradicts that ω is a ground state.
There are no edges in a ground state with length L greater than 2h0, since the energy of two

monomers is 2h0 < L .
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Now we prove existence of at least one ground state. Let (	n) be a sequence of increasing
cubes covering Rd = ⋃

n 	n . Let ωn be a configuration in 	n having the minimal energy over
all configurations in 	n . There exists a subsequence (ω′

i ) of the sequence (ωn) (that is ω′
i = ωni )

such that there exists a limit limi→∞ ω′
i (e) for every e ∈ E (here w(e) = 1 if e ∈ ω and w(e) = 0

otherwise). Moreover, the sequence (ω′
i ) can be chosen in such a way that ω′

j (e) ≡ const for all
j ≥ i when e ∈ E	i . The configuration ω′ = ⋃

i ω′
i is one of the ground states. To see it, let ω̂ be a

local perturbation of ω′. There exists k such that ω̂�ω′ ⊆ E	k . For i > k let ω̂i be the restriction of
ω̂ to E	i . Since ω̂i is a perturbation of ω′

i ,

H	i (ω̂i ) − H	i (ω
′
i ) ≥ 0.

Since no ωi has edges with a length greater than 2h0, there exists i1 ≥ i0 such that

H (ω̂) − H (ω′) = H	i1
(ω̂i1 ) − H	i1

(ω′
i1

) ≥ 0.

This proves that ω′ is a ground state. �

Proof of Theorem 3: Let � be a sample of πλ, the law of a Poisson process with intensity λ. Let U
be the union of all circles of radius h0 centered at the points of �. There exists a critical intensity λc

such that for any λ < λc any maximal connected component of U is bounded πλ-a.s.; see Theorem
3.3 in Ref. 5. Thus, for λ < λcπλ-almost-all � is a union of finite clusters � = ∪∞

i=1�i , |�i | < ∞,

and for any i 
= j and for any γ ∈ �i , γ
′ ∈ � j the distance |γ − γ ′| > 2h0. There are open edges

only inside the clusters �i . Since �i are finite there exists a unique configuration in �i minimizing
the energy.

The random connection model. Choose a point configuration � with πλ and then the edges
with Po. The resulting random graph is called random-connection model with rate λ and connection
function

g(x) := e−βx

e−βx + e−2βh0
. (12)

See Chapter 6 in Ref. 5. The connection function g(x) is the probability that two points at distance
x be connected. To show Theorem 4 we will dominate our graph with this model. The next lemma
gives a sufficient condition for non-percolation in the random connection model.

Lemma 3: In the region (7) for πλ-almost all � there is no percolation in the random-connection
model with connection function (12).

Proof: Theorem 6.1 of Ref. 5 establishes that the random-connection model with connection
function (12) does not percolate if

λ

∫ ∞

0
g(x)dx < 1. (13)

For any β > 0 and any h0 > 0 the integral of g(x) in (13) is finite and equals∫ 2h0

0

e−βx

e−βx + e−2βh0
dx +

∫ ∞

2h0

e−βx

e−βx + e−2βh0
dx := J1(β) + J2(β).

The first integral on the right side of the above equality is increasing and tends to 2h0 as β → ∞.
The second integral tends to 0 as β → ∞. Fix β > 0 and choose λ such that

λ <
1

2h0 + J2(β)
≤ 1∫

g(x)dx
.

We obtain the lemma by computing J2(β) = log 2
β

. �

Proof of Theorem 4: Lemma 1 says that the Gibbs measure P is dominated by the product
measure Po defined by (9). Lemma 3 implies that the product measure Po does not percolate under
the conditions of the theorem. Thus the Gibbs measure P does not percolate for μλ-a.s. �. �
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Lemma 4: Let Bγ and Dγ be a partition of Sγ . Assume Bγ is finite and that ξ is a nonempty set
of edges contained in Bγ . Then, for any e ∈ Dγ ,

P(e ∈ ω | ω ∩ Bγ = ξ ) ≤ exp(−βL(e) − β(h1 − h0)).

Proof: Consider any bounded 	 ⊂ Rd such that 	 ⊃ Bγ ∪ {e}. Let

A := {ω ⊂ E	 : ω ∩ Bγ = ξ, e ∈ ω},
Z :=

∑
ω⊂E	 : ω∩Bγ =ξ

exp(−βH	(ω))

and compute

P	(e ∈ ω | ω ∩ Bγ = ξ )

= 1

Z

∑
ω∈A

exp(−βH	(ω))

= 1

Z

∑
ω∈A

exp(−β(H	(ω) − H	(ω \ {e})) exp(−βH	(ω \ {e}))

≤ exp(−βL(e) − β(h1 − h0))
1

Z

∑
ω∈A

exp(−βH	(ω \ {e}))

≤ exp(−βL(e) − β(h1 − h0))P	(e /∈ ω | ω ∩ Bγ = ξ )

≤ exp(−βL(e) − β(h1 − h0)). (14)

The event {e ∈ ω} is cylindrical and so is {ω ∩ Bγ = ξ}, as Bγ is finite by hypothesis. Hence we can
take the limit as 	 ↑ Rd and conclude. �

Proof of Theorem 5: Without losing generality we assume that the origin is a point of �, 0 ∈ �. Let
C(ω) be the vertex set of the graph C0(ω) and E(ω) its edge set. Let us show that under the conditions
of the theorem the expected number of vertices in the open cluster of the origin E|C | is finite. This
is inspired in the method of generations introduced by Menshikov6 to show no percolation in the
site percolation model.

For a given configuration ω let E(ω) be the edge set of the open cluster C(ω), let V0(ω) = {0}
and for n ≥ 1 define

Vn(ω) := {γ ′ ∈ � \ (V0(ω) ∪ · · · ∪ Vn−1(ω)) :

there is a γ ∈ Vn−1(ω) such that γ γ ′ ∈ E(ω)}, (15)

On(ω) := {γ γ ′ ∈ E(ω) : γ ∈ Vn−1(ω), γ ′ ∈ Vn−1(ω) ∪ Vn(ω)}.
Each vertex in Vn(ω) is attained with at least a path of n distinct open edges starting from the origin
but cannot be attained with a shorter open path. Each edge in On(ω) is the n-th step of an open self
avoiding path starting from the origin and not belonging to a shorter open path. Since (Vn, n ≥ 0) is
a partition of the set of vertices of the open cluster at 0,

E|C | =
∞∑

n=0

E|Vn|. (16)

If we show that for ε defined in (8) and n ≥ 0,

E|Vn+1| ≤ εE|Vn|, (17)

then the sum in (16) is bounded by ε
1−ε

and the theorem is proven. �
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Proof of (17): Call Õn(ω) := O1(ω) ∪ . . . ∪ On(ω). The edges of the (n + 1)-th generation is the
union of the edges belonging to the stars centered at the points of Vn and not contained in previous
generations:

On+1(ω) =
⋃

γ∈Vn (ω)

(ω ∩ Sγ \ Õn(ω)). (18)

For n ≥ 1 define

Fn(ω) := {γ γ ′ ∈ E \ E(ω) : γ ∈ Vn−1(ω), γ ′ ∈ �} �

the set of closed edges incident to the vertices in Vn−1. Let F̃n := F1 ∪ · · · ∪ Fn .
Let ξ be a possible set of open edges for the first n generations: ξ = Õn(ξ ). For any ω, if

ξ = Õn(ξ ) = Õn(ω), then F̃n(ξ ) = F̃n(ω). Since every vertex has finite degree, the set of possible ξ

is countable and ∑
ξ

P(Õn(ω) = ξ ) = 1,

where the sum runs over finite ξ ⊂ E such that ξ = Õn(ξ ).
Fix γ ∈ Vn(ξ ) and let Bγ (ξ ) := Sγ ∩ (Õn(ξ ) ∪ F̃n(ξ )), the set of edges incident to γ already

determined by ξ and Dγ (ξ ) := Sγ \ Bγ (ξ ) the edges in Sγ that are not fixed by ξ . Since ξ is finite,
so is Bγ (ξ ). Take e ∈ Dγ (ξ ). Then,

P(e ∈ ω | Õn(ω) = ξ ) = P(e ∈ ω | ω ∩ Bγ (ξ ) = ξ ∩ Bγ (ξ ))

≤ exp(−βL(e) − β(h1 − h0)),

by Lemma 4; indeed ξ ∩ Bγ (ξ ) is not empty. The obtained bound does not depend on ξ . Since
|Vn(ξ )| ≤ |On(ξ )| for all ξ and n ≥ 1,

E(|Vn+1| | Õn(ω) = ξ ) ≤ E(|On+1| | Õn(ω) = ξ )

=
∑

γ∈Vn (ξ )

∑
e∈Dγ (ξ )

P(e ∈ ω | Õn(ω) = ξ )

≤
∑

γ∈Vn (ξ )

∑
e∈Eγ

exp(−βL(e) − β(h1 − h0))

≤ T (β) exp(−β(h1 − h0))|Vn(ξ )| = ε|Vn(ξ )|.
Hence,

E|Vn+1| =
∑

ξ

E(|Vn+1| | Õn(ω) = ξ ) P(Õn(ω) = ξ ) ≤ εE|Vn|. �

V. FINAL REMARKS

Since the ground state of Gibbs Random Graph does not percolate, the theorems about non-
percolation show a kind of “stability” of the ground states.

Sufficient conditions for the existence of an infinite open cluster and monotonicity of θγ as
function of β (or (λ, β)) are open problems.
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