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Abstract

We study the existence of periodic solutions for a nonlinear fourth order ordinary differential equation.
Under suitable conditions we prove the existence of at least one solution of the problem applying coinci-
dence degree theory and the method of upper and lower solutions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

In the last years there has been an increasing interest in higher order problems which arise in
different models in Physics and Biology, such as the Swift-Hohenberg equation and the Extended
Kolmogorov—Fisher equation, with a > 0 and a < 0 respectively (see e.g. [3,5,12,13]):

u® +au’ +ud —u=0.

On the other hand, we may also mention the classical nonlinear beam equations [6,7], equa-
tions from multi-ion electrodiffusion theory [9], or the one-dimensional stationary case of a
quantum hydrodynamic model for semiconductors [8], namely
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For the limit procedure § — 0, after the change of variables n = ¢" and differentiation, the fol-
lowing equation is obtained:

AYAN u
-C _J
az(u” + —(”2) ) o e T - = “(e™).
T

In this work, we consider the problem:
u® +au” + gt u v’ u’ u") = p(r) 1
under periodic boundary conditions
uP0)=u (1), j=0,...,3,

for p € L?>(0, T) and g continuous, where T is a fixed positive constant. We remark that prob-
lem (1) is resonant, since the homogeneous problem u* + au” = 0 admits any constant ¢ € R as
a nontrivial periodic solution. In particular, if p is not orthogonal to constants in L2(O, T), then
problem (1) has no solutions when g is bounded, with || g/~ < %I fOT p(t)dt|. Indeed, if u is a
solution, integrating the equation it follows that

T

/p(t) dt

0

T

/g(t, w,u',u”, u")dt

0

STlgllLee.

a contradiction. However, existence of solutions can be proved in the following context:

Theorem 1.1. Let a ¢ (ZT”N)2 and p € L*(0, T). Assume that g satisfies the condition
gt u, v, w, 2)| <A+e(jvl+ |w|+ |z]) (2)

for some constant A and ¢ < % where c is the constant given by Lemma 2.2 below. Moreover,
assume that the limits

limsupg(t,s, V) := g;;p(t), liminfg(z,s, V) := g, (1), 3)
§—>—400 §—>—0

or
limsup g(t,5, V) := g5 (1), liminfg(t,s, V) := g":(t) 4)
§——00 §—>+00

. . . AT T2y,
exist uniformly on V € [—k, k|3, with k = %'

Then problem (1) admits at least one solution, provided respectively that:

T T T
fg?up(t)dt <fp(t)dr </gi;f(t)dt )
0 0 0
or
T T T
/ Sap(D)dt < / p(t)dt < f g (@) dt. (6)

0 0 0
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Remark 1.2. Conditions in Theorem 1.1 can be considered as an extension of Landesman-Lazer
conditions for fourth order equations (see e.g. [11]; for a third order equation, see e.g. [1]). For
example, if g is strictly monotone with respect to u, then condition (5) or (6) is also necessary:
indeed, if g is, say, strictly nonincreasing with respect to u, and u(¢) is a solution, then g;{lp(t) <
g(t,u,u',u”, u") < g, (1), and thus

T T T

fg$p(t)dt<fp(t)dt</gi;f(z)dt.

0 0 0

On the other hand, using the method of upper and lower solutions we obtain an existence
result for g = g (¢, u, u”). For related results on this line, see e.g. [2,4].
For simplicity, we shall assume that g is continuously differentiable with respect to u and u”.

Theorem 1.3. Let g = g(t,u, u”) be continuously differentiable with respect to u and u”, and
assume there exist functions o, § € ngr (0, T) such that

o +aa” + g, a,a") < p,
BY +ap" +5(. BB > p
and
o —Ka>p' —KB
for some constant K > 0. Furthermore, assume that

0g
au//

9
a—g(t,u,v)+K( (t,u,v)+a+1()<o 7
u

for every (t,u,v) € C, where C is the set of all the vectors (t,u, v) € [0, T x R? satisfying

a(t) <u < B(1),
o (t) — Ka(t) > v—Ku > B'(t) — KB(t).

Then there exists a solution u € ngr(O, T)of (1), witha <u < B.

Remark 1.4. The technical condition (7) is due to the fact that, unlike the second order case,
a general maximum principle cannot be deduced for fourth order equations. We obtain a restricted
maximum principle in Lemma 4.1, which is the key for the proof of Theorem 1.3.

The paper is organized as follows. In the next section we establish the general setting of
the problem in the context of Mawhin coincidence degree theory and establish some a priori
estimates for the problem. In Section 3 we verify the conditions of the continuation theorem
of Section 2, and complete the proof of Theorem 1.1. Finally, in Section 4 we give a proof of
Theorem 1.3 by monotonicity methods.

2. Coincidence degree theory—General setting of the problem

For the sake of completeness, we summarize in this section the main aspects of coincidence
degree theory.
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Let X and Y be real normed spaces, L:Dom(L) C X — Y a linear Fredholm mapping of
index 0, and N : X — Y continuous.

Next, set two continuous projectors P: X — X and Q:Y — Y such that R(P) = Ker(L) and
Ker(Q) = R(L) and an isomorphism J : R(Q) — Ker(L). It is readily seen that

Lp = L|pom(L)nKer(p) : Dom(L) N Ker(P) — R(L)

is one-to-one; we denote its inverse by Kp. If £2 is a bounded open subset of X, N is called
L-compact on §2 if QN (£2) is bounded and Kp (I — Q)N : 2 — X is compact.
The following continuation theorem is due to Mawhin [10]:

Theorem 2.1. Let L be a Fredholm mapping of index zero and N be L-compact on a bounded
domain §2 C X. Suppose

1. Lx # ANx for each A € (0, 1] and each x € 952.
2. ONx #0 for each x € Ker(L) N dS2.
3. d(JON, 2 NKer(L),0) #0, where d denotes the Brouwer degree.

Then the equation Lx = Nx has at least one solution in Dom(L) N £2.

We shall denote by Hp..(0, T') the usual Sobolev spaces of periodic functions, namely
HY.(0,T)={ue H"(0,T): u©)=u(T), j=0,....n—1}.
Then we may consider X = Hser(O, T),Y = LZ(O, T) and L, N the operators given by

Lu=u® +au’,
Nu=p—g(C,uu, u”,u").

It is clear from (2) that N is well defined, and its continuity follows by dominated convergence.
Setting Dom(L) = H;,‘er (0, T), it is immediate to prove that

Ker(L) =R,
T

R(L) = {q) e L*(0,T): /(p(t)dt :0}.
0

Thus L is a Fredholm mapping of index zero. Moreover, we may take the projectors P: X — X
and Q:Y — Y as the usual average functions

Pu

1 ; 1 ;
L?::?fu(t)dt, Q¢=¢:=?/¢(I)dh
0 0

Hence, for ¢ € R(L) it follows that K p (¢) is the unique solution u € H;‘er(O, T) of the problem

u(4) +au” = o,
u=0.

We shall make use of the following estimate.
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Lemma 2.2. There exists a constant ¢ such that
llull g < cllLullyz 3
4 -
for every u € Hy. (0, T) such that it = 0.

Proof. If a = 0 the result follows from the well-known Poincaré—Wirtinger inequality: indeed,

. 4 . -
ifue Hper(O, T) satisfies u = 0 we have that

llull 2 < cllu'll 2,
and by periodicity
[« 2 < c[u* V) pan G =1.23.

If a < 0, from the equality
T T
fu(uw +au”)dt = /(u”)2 —a@)?dt,
0 0

and Cauchy—Schwarz inequality, we deduce that ||u”||;2 < c||Lul| ;2. Moreover,
4
lull e < C”M( )HL2 <c(lILullpz —alu”|2)

and the proof follows.
For a > 0, we deduce as before that

" /!
™l < ILullzz +allu’llz2

and it suffices to prove that ||u’|| 1 < c||Lul|;2. By contradiction, suppose that uf,4) +au] -0
for the L?-norm, and llu, |l ;2 = 1. Then {u,} is bounded for the H 4_norm, and choosing a sub-
sequence we may assume that u, converges for the H>-norm to some function u. Note that
up +au, — 0, then u” + au=0,and as a ¢ (ZT”N)2 we deduce that ¥ = 0, a contradiction. O

Lemma 2.3. Let L and N be as before and assume that p and g satisfy the assumptions of
Theorem 1.1. Then N is L-compact on S2 for any bounded domain §2 C ngr(O, T).

Proof. By (2) and the imbedding H3(0, T') = C?([0, T), for u € £2 it follows that

T

1
ﬁ_ T/g(t,u,u/,u”,u”/)

0

|ONull > = |T|'? <M

for some constant M. Moreover, if ¢ = (I — Q)Nu = Nu — Nu, let v=Kp (¢) the unique
element of H* (0, T) satisfying

per
Lv=¢, v=0.
From the previous lemma, [|v||y4 < cll¢ll;2 < C for some constant C, and compactness of

Kp(I — Q)N follows from the imbedding H;} 0, T) ngr(o, 7). O

cr
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3. Proof of Theorem 1.1

In this section we choose an appropriate §2 C ngr(O, T) for which the conditions of The-
orem 2.1 are fulfilled. First, we establish an a priori bound for the solutions of the equation
Lu=ANu:

Lemma 3.1. Let us assume that the conditions of Theorem 1.1 hold. Then there exists a positive
constant Ry such that if Lu = ANu for some A € (0, 1], then ||u]| g3 < Ro.

Proof. We shall proceed by contradiction. Suppose there exists a sequence {u,} C ngr(O, T)
such that ||u, || z3 — oo, and

Lu, =X,Nuy,

for some A, € (0, 1]. We may write u, = v, +u,, and as Lv, = Lu, = », Nu,, from Lemma 2.2
we have:

lvnll g < cliNunllp2 =c||p — g(t, un, w2
Using condition (2) we deduce that

lvnll g4 < C + cellvnll g3,
where C = c(|Ipll;2 + AT'/2). Thus, lvell o < % and |u,| — oco. Moreover, writing
v,(lj )(t) = ft; v,(,J *D for some to, it follows that

)
H Un ”C([O,T
On the other hand, integrating the equality

y ST V| <k forj=1,2,3.

u® + au! =1, Nu,

it follows that
T

/p—g(t,un,u;l,u;:,ul/q”)dtzo, (9)
0

Taking a subsequence if necessary, assume for example that iz, — +o00 and that (5) holds. By
Fatou Lemma, we obtain from (9) that

T T
13zlimsup/g(t,un,u;,ug,u;”)dt</g$p(t)dt,

n—00
0 0

a contradiction. The proof is analogous for the other cases. O

Proof of Theorem 1.1. Set 2 = B R(O) C ngr(O, T), with R > Ry, the constant given by the
previous lemma. In order to verify condition 2 in Theorem 2.1, let us observe that Ker(L) N 952 =
{£R}, where R = R/ﬁ, and
| T
ON(£R) = T / p—g(t,£R,0,0,0)dr.
0
It follows as before that Q N (+R) # 0 for R large.
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Finally, consider J = id:R — R. From the previous computations the degree d(JQON,
Ker(L) N £2, 0) is well defined. Furthermore, as

JON(R)~p —g+
and

JON(=R)~p—g-,
we conclude from the hypothesis that the function JQON : (—R, R) — R changes sign. Thus
d(JON,Ker(L)N £2,0) = %1, and assertion 3 in Theorem 2.1 is proved. O

Remark 3.2. From condition (2), if the limits in (3) or (4) exist they are bounded functions,
although g might be unbounded. However, (2) can be replaced by the condition

lgt u, v, w, )| < A+e(lul+ v+ lw] + |z])

with € < ﬁ, if we assume that the limits in (3) or (4) are uniform for V € R3. Indeed, for v,
as in the previous proof we have that

1/2,=
llall ga < C + cellvgll ga + ceTV? i),

If |u,| is bounded, the proof follows as before; otherwise

t

/u;(t)dt

fo

ceT ity
STVl 2 <K + .

|un(t) — itn| = T

If for example u,, — +oo then

T
an(1— i ><K+un(1).
1—ce

Hence inf;¢[o, 7 un (t) — +00, and the rest of the proof follows as before. The proof is analogous
if i, — —oo. Note that in this case the limits in (3) or (4) belong to L0, T), although not
necessarily to L*>°(0, T).

Example 3.3. It is easy to verify that conditions of Theorem 1.1 hold for the equation

o, u',u” u")
14+ u?

with ¢ bounded, and -7 < p < 7.

u® + = arctanu + p(t)

4. Upper and lower solutions—Proof of Theorem 1.3

In this section we prove Theorem 1.3, and present an example for which the conditions are
satisfied. We begin with a maximum principle for fourth order problems.

2_
Lemma 4.1. Let A, it > 0 be such that 3> > 4y and let K* = =Y2=% jry e HY (0, T)
verifies that

u® — "+ pu >0,
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then
W — K*u<0.

In particular, u > 0.

Proof. Let v=u" — K*tu, then

V' — K v=u® — "+ puu >0,
and by the classical maximum principle, v < 0 and u > 0. In the same way, we conclude that
W —KTu<0. O

Moreover, we shall need the following estimate.

Lemma 4.2. Let A, > 0 and Lu = u™® — Au” + juu. Then there exists a constant ¢ such that
lull s < cliLullp2

foreveryu e H;‘er(O, 7).

Proof. Multiplying by u and integrating by parts, it is immediate that
lull g2 < cll Lull 2.

On the other hand, if Lu — 0 for the H%-norm, then u — 0 for the H%-norm and hence u® — 0.
As [l || ;2 < c|u®]| 2, the result follows. O

Proof of Theorem 1.3. Set A > K such that
g
A>—|a+ inf —(t,u,v)],
( (t,u,v)eC au”( )>

and define

uw=K(x—K).
/92 __
Then K = w. Moreover, if we consider the closed and convex set

B={ueCi(0,T]): «"(t) — Ka(t) > u"(t) — Ku(t) > " (t) — KB},

per
then the classical maximum principle implies that « < u < g for any u € B. Writing

t

u’(t):/u”(s)ds,

4]

it follows that B is bounded in C2. ([0, T]).

per

Let us define a fixed point operator 7T : Cger([O, T)) — Cger([O, T]) in the following way: for
2

v € Cpe ([0, TT), define T'v as the unique solution u € H;‘er(O, T) of the linear problem

u® — " 4+ pu=p — @+ 0"+ pv—gC, v, 0.

From Lemma 4.2 and the compact imbedding H*(0, T) < C2([0, T]), it is easy to prove that T
is well defined and compact. Moreover, for v € B and u = Tv, then
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u—a)® —ru—a) + wu —a)
> M(U - CY) - (d + )‘)(U - Ol)// - [g(s v, UN) - g(? o, CYH)].
As (v —a)” < K (v — ), by the mean value theorem we obtain:

g
au//

W —a)® — A — )+ —a) > [u— g—i(é)—K<a+A+ (5))](v—a) >0

for some mean value & = &£(¢) € C. Hence (u — o)’ < K(u — ), and in the same way, we see
that (u — B)” > K (u — B). Thus, T (B) C B, and the proof follows by Schauder theorem. O

Next we present a simple example for which the conditions of Theorem 1.3 are satisfied.

Example 4.3. Consider the nonhomogeneous Extended Kolmogorov—Fisher equation
u® +au” +ud —u=p), (10)

where a < —2+/2. Setting R = \/(4+4a?)/12 > 1 and K = —a/2, it suffices to consider
a = —R, B = R, and the existence of a T -periodic solution of (10) follows for any p € L*°(0, T)
satisfying R — R® < p(t) < R* — R.
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