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## Introduction

In the present paper we study the equation

$$
\begin{equation*}
u_{t}=D_{x x}(\varphi(u)) \quad \text { in the sense of distributions }, \tag{1}
\end{equation*}
$$

where $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is a strictly increasing continuous function, set on a bounded interval with boundary conditions of mixed type and a measure, which needs not be nonnegative, as initial datum.

There is considerable literature about Eq. (1) set in $\mathbb{R}$ or in bounded domains. The reason for this is that Eq. (1) is a model for many physical phenomena, for example, diffusion of a gas through a porous medium and heat conduction with or without interfaces (which corresponds to Eq. (1) with $\varphi$ strictly increasing if there are not interfaces and monotone increasing in the other case). See, for example, $[2,4,5,6,8,9]$, and the references they contain.

Among all these papers, only [8] and [9] consider a measure as initial datum. However, Widder in [12] proved, for the linear equation, that for every nonnegative solution $u$ in $(t>0)$ there is one and only one measure $\mu$ such that

$$
\int u(x, t) g(x) d x \rightarrow \int g(x) d \mu(x) \quad(t \rightarrow 0) \quad \forall g \in C_{0}(\mathbb{R})
$$

These results have been generalized by Aronson (see [1]) to the $N$ dimensional case and a general linear parabolic equation. Pierre (see [9]) has obtained a similar result for nonnegative solutions of

$$
u_{t}=\Delta \varphi(u)
$$

This, and the fact that Eq. (1) with a measure as initial datum is also a model for physical phenomena (see [14]), motivate the present paper.

We prove a result similar to those of Widder and Pierre but without the restriction that the solution be nonnegative (Theorem 2 ). We prove existence and uniqueness of a strong solution, that is $u_{t} \in L_{\text {Loc }}^{2}\left(0, T ; L^{2}(0,1)\right)$ (Theorem 1).

We also obtain two comparison theorems. One of them compares the solutions pointwise (Theorem 4) and the other one compares the distribution functions

$$
v(x, t)=\int_{0}^{x} u(s, t) d s
$$

(Theorem 3).
The fundamental idea is that the distribution function $v(x, t)$ also satisfies a differential equation and that we can obtain the estimate

$$
\text { Total variation of } v(x, t) \text { on }[0,1]=V_{0}^{1} v(x, t) \leqslant \int_{0}^{1} d|\mu| \quad \forall t>0
$$

The existence of a strong solution seems to be new because the only works we know which deal with measures as initial datum ( $[8,9]$ ), prove the existence of weak solutions and only for nonnegative measures. As we deal with finite, arbitrary measures, the comparison Theorems 3 and 4 also seem to be new.

## Notation

We will denote by $u_{t}$ or $D_{t} u$ the partial derivative of the function $u$ with respect to the variable $t$. Analogously for the other derivatives. And

$$
V_{0}^{1} v(x, t)
$$

will denote the total variation of $v(x, t)$, as a function of $x$, on the interval $[0,1]$.

The results stated above are a consequence of the following theorem proved in a previous paper (see [13]), which establishes

Theorem 0. Let $\varphi, \psi: \mathbb{R} \rightarrow \mathbb{R}$ be strictly increasing continuous functions, such that $\psi^{-1}: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz continuous and $\varphi$ satisfies

$$
\exists c>0 \quad \text { such that } \quad|\varphi(x)| \geqslant c|x| \quad \text { when } \quad|x| \rightarrow \infty .
$$

Suppose $\varphi(0)=\psi(0)=0$. Then for every $F \in L^{1}(0,1)$ there exists one and only one function $v \in C\left([0, T] ; L^{1}(0,1)\right)$ which satisfies
(a) $v_{t} \in L_{\mathrm{Loc}}^{2}\left(0, T ; L^{2}(0,1)\right)$;
(b) $\psi(v) \in H^{1}(0,1)$ in $x$ a.e. $t$ and $\psi(v)(0, t)=0$ a.e. $t$;
(c) $\varphi\left(D_{x}(\psi(v))\right) \in H^{1}(0,1)$ in $x$ a.e. $t$ and $\varphi\left(D_{x}(\psi(v))\right)(1, t)=0$ a.e. $t$ (in particular $\varphi\left(D_{x}(\psi(v))\right) \in C([0,1])$ in $x$ a.e. $t$ and therefore $D_{x}(\psi(v)) \in$ $C([0,1])$ in $x$ a.e. $t$ and $D_{x}(\psi(v))(1, t)=0$ a.e. $\left.t\right) ;$
(d) $\lim _{t \rightarrow 0} \int_{0}^{1}|v(x, t)-F(x)| d x=0$;
(e) $\quad v_{t}=D_{x}\left(\varphi\left(D_{x}(\psi(v))\right)\right)$ a.e. $(x, t) \in(0,1) \times(0, T)$.

We will make use of Theorem 0 only when $\psi=$ identity and $F \in L^{\infty} \subset L^{2}$. In this case, Theorem 0 is a consequence of the theory of subdifferentials in $L^{2}$ (see [16]).

We prove the following theorem.

Theorem 1. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a strictly increasing continuous function such that $\varphi^{-1}: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz continuous, $\varphi(0)=0$.

Let $\mu$ be a finite Borel measure on $[0,1)$. Then there exists one and only one function $u \in L^{\infty}\left(0, T ; L^{1}(0,1)\right)$ which satisfies
(a) $u_{t} \in L_{\text {Loc }}^{2}\left(0, T ; L^{2}(0,1)\right)$;
(b) $\varphi(u) \in C^{1}([0,1])$ in $x$ a.e. $t$ and $D_{x}(\varphi(u))(0, t)=0$ a.e. $t$;
(c) $u(1, t)=0$ a.e. $t$;
(d) $u_{t}=D_{x x}(\varphi(u))$ a.e. $(x, t) \in(0,1) \times(0, T)$;
(e) $\lim _{t \rightarrow 0} \int_{0}^{x} u(s, t) d s=\mu([0, x))$ for every $x \in(0,1)$ such that $\mu(\{x\})=0$.

Proof. (1) Existence. Let $v(x, t)$ be the solution of the problem
(a) $v_{t}=D_{x}\left(\varphi\left(v_{x}\right)\right)$ a.e. $(x, t) ;$
(b) $v(0, t)=0$ a.e. $t$;
(c) $v_{x}(1, t)=0$ a.e. $t$;
(d) $\lim _{t \rightarrow 0} \int_{0}^{1}|v(x, t)-F(x)| d x=0$,
where $F(x)$ is the distribution function of the measure $\mu$ (that is, $F(x)=$ $\mu([0, x))$ ). We know that $F(0)=0, F$ is left-continuous and of bounded variation; this implies that $F \in L^{\infty} \subset L^{1}$ and therefore there is one and only one solution of (1.2) given by Theorem 0 .

Let $u(x, t)=v_{x}(x, t)$. By $(1.2 \mathrm{c})$, we have $u(1, t)=0$ a.e. $t$, therefore $u$
satisfies (1.1c). Let us see that $u$ satisfies (1.1a). As $\varphi^{-1}$ is a strictly increasing Lipschitz continuous function,

$$
\begin{aligned}
\int_{t_{0}}^{t_{1}} \int_{0}^{1} \mid & \left.\frac{v_{x}(x, t+h)-v_{x}(x, t)}{h}\right|^{2} d x d t \\
\leqslant & c \int_{t_{0}}^{t_{1}} \int_{0}^{1}\left(\frac{v_{x}(x, t+h)-v_{x}(x, t)}{h}\right) \\
& \times\left(\frac{\varphi_{( }\left(v_{x}(x, t+h)\right)-\varphi\left(v_{x}(x, t)\right)}{h}\right) d x d t \\
= & -c \int_{t_{0}}^{t_{1}} \int_{0}^{1}\left(\frac{v(x, t+h)-v(x, t)}{h}\right) \\
& \times\left(\frac{D_{x}\left(\varphi\left(v_{x}(x, t+h)\right)\right)-D_{x}\left(\varphi\left(v_{x}\left(x_{1}, t\right)\right)\right)}{h}\right) d x d t \\
= & -c \int_{t_{0}}^{t_{1}} \int_{0}^{1}\left(\frac{v(x, t+h)-v(x, t)}{h}\right)\left(\frac{v_{t}(x, t+h)-v,(x, t)}{h}\right) d x d t \\
= & -c \int_{t_{0}}^{t_{1}} \int_{0}^{1} \frac{1}{2}-D_{t}\left(\left(\frac{v(x, t+h)-v(x, t)}{h}\right)^{2}\right) d x d t \\
= & c \\
2 & \int_{0}^{1} \frac{v\left(x, t_{0}+h\right)-v\left(x, I_{0}\right)}{h} d x-\frac{c}{2} \int_{0}^{3} \frac{v\left(x, t_{1}+h\right)-v\left(x, t_{1}\right)}{h} d x .
\end{aligned}
$$

The last member is bounded for almost every $t_{0}, t_{1} \in(0, T]$ and $|h|<$ $\delta\left(t_{\Delta}, t_{2}\right)$ because $v_{2} \in L_{\text {Loc }}^{2}\left(0, T ; L^{2}(0,1)\right)$. Therefore, for almost every $t_{0}, t_{1} \in$ ( $0, T \mid$,

$$
\int_{t_{\mathrm{p}}}^{t_{1}} \int_{0}^{1}\left|\frac{v_{x}(x, t+h)-v_{x}(x, t)}{h}\right|^{2} d x d t \leqslant c \quad \text { if } \quad|h|<\delta\left(t_{0}, t_{1}\right)
$$

and we deduce $v_{x_{t}} \in L_{\text {Loc }}^{2}\left(0, T_{;} L^{2}(0,1)\right)$, that is, $u_{t} \in L_{\text {loc }}^{1}\left(0, T ; L^{2}(0,1)\right)$.
Let us prove that $u$ satisfies $(1.1 \mathrm{~b})$. As $D_{x}(\varphi(u))=v_{t}$, we want to see that

$$
\lim _{x \rightarrow 0} v_{r}(x, t)=0 \text { a.e. } t
$$

We will prove that

$$
\lim _{\{x, t) \rightarrow(0, A\}} \frac{v(x, t+h)-v(x, t)}{h}=0 \text { a.e. } t
$$

which implies (1.1b).

In fact, as $v(0, t)=0$ a.e. $t$,

$$
\frac{v(x, t+h)-v(x, t)}{h}=\int_{0}^{x} \frac{v_{x}(s, t+h)-v_{x}(s, t)}{h} d s
$$

We know that $v_{x t} \in L_{\text {Loc }}^{2}\left(0, T ; L^{2}(0,1)\right)$, and therefore

$$
\frac{v_{x}(s, t+h)-v_{x}(s, t)}{h} \rightarrow v_{x t}(s, t) \quad(h \rightarrow 0) \text { in } L^{2}(0,1) \text { a.e. } t \in(0, T)
$$

Therefore, there exists $\delta_{1}(t)$ a.e. $t$, such that

$$
\int_{0}^{1}\left|\frac{v_{x}(s, t+h)-v_{x}(s, t)}{h}\right|^{2} d s \leqslant c \quad \text { if } \quad|h|<\delta_{1}(t)
$$

Then we have

$$
\left|\frac{v(x, t+h)-v(x, t)}{h}\right| \leqslant x^{1 / 2} c^{1 / 2}<\varepsilon \quad \text { if } \quad|h|<\delta_{1}(t), \quad|x|<\frac{\varepsilon^{2}}{c}
$$

We have that $u$ satisfies (1.1a, b, c, d), because

$$
u_{t}=v_{x t}=v_{t x}=D_{x x}\left(\varphi\left(v_{x}\right)\right)=D_{x x}(\varphi(u))
$$

This implies that $D_{x}(\varphi(u)) \in C([0,1])$ in $x$ a.e. $t$, which was stated in (1.1b).

We only have to prove that $u \in L^{\infty}\left(0, T ; L^{1}(0,1)\right)$ and satisfies (1.1e). Eq. (1.1e) states that $v(x, t) \rightarrow F(x)$ if $F$ is continuous at $x$. We will prove that $V_{0}^{1} v(x, t) \leqslant V_{0}^{1} F(x)$ for every $t \in(0, T]$. This, and the fact that $v(x, t) \rightarrow F(x)$ in $L^{1}(0,1)$ imply (1.1e).

As $u(x, t) \in L^{1}(0,1)$ for every $t \in(0, T]$,

$$
\int_{0}^{1}|u(x, t)| d x=V_{0}^{\mathrm{t}} v(x, t) \leqslant V_{0}^{\mathrm{t}} F(x)=\int_{0}^{1} d|\mu|
$$

and we have $u \in L^{\infty}\left(0, T ; L^{1}(0,1)\right)$.
Thus, to conclude the proof we only have to see that $V_{0}^{1} v(x, t) \leqslant V_{0}^{1} F(x)$. This is a version of the saw theorem in [10] for solutions which are not continuous up to the boundary, and is based on the comparison theorem in [3].

Let us first remark that as $v_{x t} \in L_{\text {Loc }}^{2}\left(0, T ; L^{2}(0,1)\right)$, we have
(i) $v_{t} \in L_{\mathrm{Loc}}^{2}(0, T) \forall x \in(0,1)$;
(ii) $v_{x} \in L_{\text {Loc }}^{\infty}\left(0, T ; L^{2}(0,1)\right)$;
and therefore, $v(x, t)$ is continuous in $(0,1) \times(0, T)$. In fact,

$$
\begin{aligned}
& |v(x+h, t+\delta)-v(x, t)| \\
& \qquad \leqslant \int_{x}^{x+h}\left|v_{x}(s, t+\delta)\right| d s+\int_{t}^{t+\delta}\left|v_{t}(x, \tau)\right| d \tau \leqslant c\left(h^{1 / 2}+\delta^{1 / 2}\right)
\end{aligned}
$$

Let $0=x_{0}<x_{1}<\cdots<x_{k}=1$ be such that $d_{i}=v\left(x_{i}, t_{0}\right)-v\left(x_{i-1}, t_{0}\right)$ is always different from 0 and alternating in sign. Let $0<2 a<d_{i}$ for every $i$. Then there exist $k+1$ points $0=x_{0}^{0}<x_{1}^{0}<\cdots<x_{k}^{0} \leqslant 1$ such that

$$
\begin{aligned}
& \operatorname{sign}\left(F\left(x_{i}^{0}\right)-F\left(x_{i-1}^{0}\right)\right)=\operatorname{sign} d_{i}, \\
& \left|d_{i}\right| \leqslant\left|F\left(x_{i}^{0}\right)-F\left(x_{i-1}^{0}\right)\right|+2 a,
\end{aligned} \quad i=1, \ldots, k .
$$

From this fact we deduce that

$$
\sum_{i=1}^{k}\left|v\left(x_{i}, t_{0}\right)-v\left(x_{i-1}, t_{0}\right)\right| \leqslant V_{0}^{1} F(x)+2 a k
$$

As $0<a<\frac{1}{2}\left|d_{i}\right|$ is arbitrarily small, we obtain

$$
V_{0}^{1} v\left(x, t_{0}\right) \leqslant V_{0}^{1} F(x) .
$$

Let then $0=x_{0}<x_{1}<\cdots<x_{k}=1$ as above. We define $x_{0}^{0}=0$. Let $i \geqslant 1$ and

$$
\begin{aligned}
A_{i}= & \left\{(x, t) \in(0,1) \times\left(0, t_{0}\right) / v(x, t)>v\left(x_{i}, t_{0}\right)-a\right\} \\
& \text { if } \quad\left(x_{i}, t_{0}\right) \text { is a high point }(\mathrm{HP}),
\end{aligned}
$$

that is,

$$
\begin{gathered}
v\left(x_{i}, t_{0}\right)>\left\{\begin{array}{l}
v\left(x_{i-1}, t_{0}\right) \\
v\left(x_{i+1}, t_{0}\right)
\end{array}\right. \\
A_{i}=\left\{(x, t) \in(0,1) \times\left(0, t_{0}\right) / v(x, t)<v\left(x_{i}, t_{0}\right)+a\right\} \\
\\
\text { if } \quad\left(x_{i}, t_{0}\right) \text { is a low point (LP). }
\end{gathered}
$$

Then $A_{i}$ is an open set. Let $H_{i}$ be the component of $A_{i}$ for which $\left(x_{i}, t_{0}\right) \in \bar{H}_{i}$. We have $H_{i} \cap H_{i+1}=\varnothing, i=1, \ldots, k-1$.

We see that meas $\left\{x \in(0,1) /(x, 0) \in \partial H_{1}\right\}>0$, where $\partial H_{1}$ is the boundary of the set $H_{1}$. In fact, suppose it doesn't occur, then $v(x, t)$ is the solution in $H_{1}$ of the following problem:
(a) $v_{t}=D_{x}\left(\varphi\left(v_{x}\right)\right)$ a.e. in $H_{1}$,
(b) if $(\tilde{x}, \tilde{t}) \in \partial_{p} H_{1}, \quad 0<\tilde{x}<1, \tilde{t}>\bar{t}$
(i) $\lim _{x \rightarrow \tilde{x}} \chi_{H_{1}}(x, \tilde{t}) v(x, \tilde{t})=v\left(x_{1}, t_{0}\right)-a$
or
(ii) $\lim _{t \rightarrow \tilde{f}} \chi_{H_{1}}(\tilde{x}, t) v(\tilde{x}, t)=v\left(x_{1}, t_{0}\right)-a$,
(c) if $\quad(0, t) \in \partial_{p} H_{1}, \quad \lim _{x \rightarrow 0} \chi_{H_{1}}(x, t) v(x, t)=0$,
(d) if $(1, t) \in \partial_{p} H_{1}, \quad \lim _{x \rightarrow 1} \chi_{H_{1}}(x, t) v_{x}(x, t)=0$,
(e) $\lim _{t \rightarrow \bar{t}} \int_{0}^{1} \chi_{H_{1}}(x, t)\left|v(x, t)-\left(v\left(x_{1}, t_{0}\right)-a\right)\right| d x=0$,
when $\left(x_{1}, t_{0}\right)$ is HP and $\left[\bar{t}, t_{0}\right]$ is the projection of $H_{1}$ on the interval $[0, T]$.
We have denoted by $\partial_{p} H_{1}$ the subset of $\partial H_{1},(\tilde{x}, \tilde{t}) \in \partial_{p} H_{1}$ if there exists $\varepsilon>0$ such that
(i) $(\tilde{x}-\varepsilon, \tilde{x}) \times\{\tilde{t}\} \subset H_{1} \quad$ or $\quad(\tilde{x}, \tilde{x}+\varepsilon) \times\{\tilde{t}\} \subset H_{1}$
or
(ii) $\{\tilde{x}\} \times(\tilde{t}, \tilde{t}+\varepsilon) \subset H_{1}$,
which corresponds to conditions (b.i) and (b.ii), respectively.
We remark that it may happen that $\bar{t}=0$; in this case (1.3e) becomes true because $\chi_{H_{1}}(x, t) \rightarrow 0$ a.e. $x$ as $t \rightarrow 0$.

When $\left(x_{1}, t_{0}\right)$ is LP, $v(x, t)$ is the solution of the problem (1.3a, $\left.\mathrm{c}, \mathrm{d}\right)$, and
(b') if $\quad(\tilde{x}, \tilde{t}) \in \partial_{p} H_{1}, \quad 0<\tilde{x}<1, \tilde{t}>\tilde{t}$
(i) $\lim _{x \rightarrow \tilde{x}} \chi_{H_{1}}(x, \tilde{t}) v(x, \tilde{t})=v\left(x_{1}, t_{0}\right)+a$
or
(ii) $\lim _{t \rightarrow \tilde{i}} \chi_{H_{1}}(\tilde{x}, t) v(\tilde{x}, t)=v\left(x_{1}, t_{0}\right)+a$,
(e') $\quad \lim _{t \rightarrow \bar{t}} \int_{0}^{1} \chi_{H_{1}}(x, t)\left|v(x, t)-\left(v\left(x_{1}, t_{0}\right)+a\right)\right| d x=0$.
We make use of the comparison theorem of [3], which applies on every measurable set $H_{1}$. We conclude that
if $\left(x_{1}, t_{0}\right)$ is HP then

$$
\begin{equation*}
v(x, t) \leqslant \max \left\{0, v\left(x_{1}, t_{0}\right)-a\right\} \text { in } H_{1}, \tag{1}
\end{equation*}
$$

if $\left(x_{1}, t_{0}\right)$ is LP then

$$
\begin{equation*}
v(x, t) \geqslant \min \left\{0, v\left(x_{1}, t_{0}\right)+a\right\} \text { in } H_{1} . \tag{2}
\end{equation*}
$$

As $v(0, t)=0$,

$$
\begin{aligned}
& \left(x_{1}, t_{0}\right) \text { HP implies } v\left(x_{1}, t_{0}\right)>2 a, \text { and therefore } \\
& \qquad v\left(x_{1}, t_{0}\right)-a>0, \\
& \left(x_{1}, t_{0}\right) \text { LP implies } v\left(x_{1}, t_{0}\right)<-2 a, \text { and therefore } \\
& v\left(x_{1}, t_{0}\right)+a<0 .
\end{aligned}
$$

Then (1) and (2) become

$$
\begin{array}{ll}
\text { if }\left(x_{1}, t_{0}\right) \text { is HP then } & v(x, t) \leqslant v\left(x_{1}, t_{0}\right)-a \text { in } H_{1}, \\
\text { if }\left(x_{1}, t_{0}\right) \text { is LP then } & v(x, t) \geqslant v\left(x_{1}, t_{0}\right)+a \text { in } H_{1}, \tag{2}
\end{array}
$$

which is absurd. Therefore, meas $\left\{x \in(0,1) /(x, 0) \in \partial H_{1}\right\}>0$.
As $H_{1} \cap H_{2}=\varnothing$, there are no points of the form $(0, t)$ on the boundary of $H_{2}$. In fact, suppose $(0, t) \in \partial H_{2}$. Let $\bar{x} \in(0,1)$ be such that $(\bar{x}, 0) \in \partial H_{1}$ and let $C_{1}$ be a Jordan curve connecting $\left(x_{1}, t_{0}\right)$ and ( $\left.\bar{x}, 0\right)$, which is contained in $H_{1} . C_{1}$ divides the rectangle $(0,1) \times\left(0, t_{0}\right)$ into two regions. There also exists a Jordan curve $C_{2}$ connecting ( $0, t$ ) and $\left(x_{2}, t_{0}\right)$ in $H_{2}$ and therefore it must be $C_{1} \cap C_{2} \neq \varnothing$, absurd.

We will prove that meas $\left\{x \in(0,1) /(x, 0) \in \partial H_{2}\right\}>0$, and therefore inductively deduce that $(0, t) \notin \partial H_{i} \quad i=2, \ldots, k$, and meas $\{x \in(0,1) /(x, 0) \in$ $\left.\partial H_{i}\right\}>0, i=2, \ldots, k$.

In fact, suppose meas $\left\{x \in(0,1) /(x, 0) \in \partial H_{2}\right\}=0$; then $v(x, t)$ is the solution in $\mathrm{H}_{2}$ of the following problem:
(a) $v_{t}=D_{x}\left(\varphi\left(v_{x}\right)\right)$ a.e. in $H_{2}$,
(b) if $(\tilde{x}, \tilde{t}) \in \partial_{\rho} H_{2}, \quad \tilde{x}<1, \tilde{t}>\bar{t}$ (we know that $\tilde{x}>0$ )
(i) $\lim _{x \rightarrow \tilde{x}} \chi_{H_{2}}(x, \tilde{t}) v(x, \tilde{t})= \begin{cases}v\left(x_{2}, t_{0}\right)-a & \text { (HP) } \\ v\left(x_{2}, t_{0}\right)+a & \text { (LP) }\end{cases}$
or
(ii) $\lim _{t \rightarrow \tilde{t}} \chi_{H_{2}}(\tilde{x}, t) v(\tilde{x}, t)= \begin{cases}v\left(x_{2}, t_{0}\right)-a & \text { (HP) } \\ v\left(x_{2}, t_{0}\right)+a & \text { (LP) }\end{cases}$
(c) if $(1, t) \in \partial_{p} H_{2}, \quad \lim _{x \rightarrow 1} \chi_{H_{2}}(x, t) v_{x}(x, t)=0$,
(d) $\lim _{t \rightarrow \bar{t}} \int_{0}^{1} x_{H_{2}}(x, t)\left|v(x, t)-\left|\begin{array}{ll}v\left(x_{2}, t_{0}\right)-a & \text { (HP) } \\ v\left(x_{2}, t_{0}\right)+a & \text { (LP) }\end{array}\right| d x=0\right.$.

We deduce that

$$
\begin{aligned}
& v(x, t) \leqslant v\left(x_{2}, t_{0}\right)-a \text { in } H_{2} \\
& v(x, t) \geqslant v\left(x_{2}, t_{0}\right)+a \text { in } H_{2}
\end{aligned}
$$

which is absurd.
We will prove that

$$
\text { meas }\left\{x \in(0,1) /(x, 0) \in \partial H_{i} \text { and } F(x)\left[\begin{array}{ll}
>v\left(x_{i}, t_{0}\right)-a & \text { (HP) } \\
<v\left(x_{i}, t_{0}\right)+a & \text { (LP) }
\end{array}\right\}>0\right.
$$

In fact, $v(x, t)$ is the solution in $H_{i}, i=1, \ldots, k$; of the following problem:
(a) $v_{t}=D_{x}\left(\varphi\left(v_{x}\right)\right)$ a.e. in $H_{i}$,
(b) if $(\tilde{x}, \tilde{t}) \in \partial_{p} H_{i}, \quad 0<\tilde{x}<1, \tilde{t}>\tilde{t}=0$
(i) $\lim _{x \rightarrow \tilde{x}} \chi_{H_{i}}(x, \tilde{t}) v(x, \tilde{t})=\left\{\begin{array}{l}v\left(x_{i}, t_{0}\right)-a \\ v\left(x_{i}, t_{0}\right)+a\end{array}\right.$
or
(ii) $\lim _{t \rightarrow \tilde{t}} \chi_{H_{i}}(\tilde{x}, t) v(\tilde{x}, t)= \begin{cases}v\left(x_{i}, t_{0}\right)-a & \text { (HP) } \\ v\left(x_{i}, t_{0}\right)+a & \text { (LP) }\end{cases}$
(c) if $(1, t) \in \partial_{p} H_{i}, \quad \lim _{x \rightarrow 1} \chi_{H_{l}}(x, t) v_{x}(x, t)=0$,
(d) $\lim _{t \rightarrow 0} \int_{0}^{1} \chi_{H_{i}}(x, t)|v(x, t)-F(x)| d x=0$.

When $i=2, \ldots, k,(0, t) \notin \partial_{p} H_{i}$. When $i=1, v(x, t)$ satisfies
(e) if $(0, t) \in \partial_{p} H_{1}, \quad \lim _{r \rightarrow 0} \chi_{H_{1}}(x, t) v(x, t)=0$.

Therefore, suppose

$$
F(x)=\left\{\begin{array}{l}
\leqslant v\left(x_{i}, t_{0}\right)-a  \tag{HP}\\
\geqslant v\left(x_{i}, t_{0}\right)+a
\end{array}\right.
$$

a.e. in $\left\{x \in(0,1) /(x, 0) \in \partial H_{i}\right\}$, we may one more time apply the comparison theorem of [3] to conclude that
when $i=2, \ldots, k$,

$$
v(x, t)\left\{\begin{array}{lll}
\leqslant v\left(x_{i}, t_{0}\right)-a & \text { (HP) } & \text { a.e. in } H_{i} \\
\geqslant v\left(x_{i}, t_{0}\right)+a & \text { (LP) } & \text { a.e. in } H_{i}
\end{array} \quad\right. \text { absurd; }
$$

when $i=1$,

$$
v(x, t)\left\{\begin{array}{llll}
\leqslant \max \left\{0, v\left(x_{1}, t_{0}\right)-a\right\} & \text { (HP) } & \text { a.e. in } H_{1} & \\
\geqslant \min \left\{0, v\left(x_{1}, t_{0}\right)+a\right\} & \text { (LP) } & \text { a.e. in } H_{1} & \text { absurd. }
\end{array}\right.
$$

Let therefore $x_{i}^{0} \in(0,1)$ be such that $\left(x_{i}^{0}, 0\right) \in \partial H_{i}$ and

$$
F\left(x_{i}^{0}\right) \begin{cases}>v\left(x_{i}, t_{0}\right)-a & (\mathrm{HP}) \\ <v\left(x_{i}, t_{0}\right)+a & (\mathrm{LP})\end{cases}
$$

Then we have
(1) if $\left(x_{i}, t_{0}\right)$ is (HP), then $\quad F\left(x_{i}^{0}\right)>\left\{\begin{array}{l}F\left(x_{i-1}^{0}\right) \\ F\left(x_{i+1}^{0}\right)\end{array}\right.$.

In fact,

$$
\begin{aligned}
F\left(x_{i}^{0}\right) & >v\left(x_{i}, t_{0}\right)-a>\left\{\begin{array}{l}
v\left(x_{i-1}, t_{0}\right)+2 a-a \\
v\left(x_{i+1}, t_{0}\right)+2 a-a
\end{array}\right. \\
& =\left\{\begin{array}{l}
v\left(x_{i-1}, t_{0}\right)+a>F\left(x_{i-1}^{0}\right) \\
v\left(x_{i+1}, t_{0}\right)+a>F\left(x_{i+1}^{0}\right)
\end{array}\right.
\end{aligned}
$$

(2) $\left|F\left(x_{i}^{0}\right)-F\left(x_{i-1}^{0}\right)\right| \geqslant\left|v\left(x_{i}, i_{0}\right)-v\left(x_{i-1}, i_{0}\right)\right|-2 a$;
in fact, suppose $\left(x_{i}, t_{0}\right) \mathrm{HP}$,

$$
\begin{aligned}
\mid F\left(x_{i}^{0}\right)-F\left(x_{i-1}^{0}\right) & =F\left(x_{i}^{0}\right)-F\left(x_{i-1}^{0}\right) \\
F\left(x_{i}^{0}\right) & >v\left(x_{i}, t_{0}\right)-a \\
F\left(x_{i-1}^{0}\right) & <v\left(x_{i-1}, t_{0}\right)+a
\end{aligned}
$$

therefore,

$$
\begin{aligned}
F\left(x_{i}^{0}\right)-F\left(x_{i-1}^{0}\right) & >v\left(x_{i}, t_{0}\right)-v\left(x_{i-1}, t_{0}\right)-2 a \\
& =\left|v\left(x_{i}, t_{0}\right)-v\left(x_{i-1}, t_{0}\right)\right|-2 a .
\end{aligned}
$$

It only remains to see that $0=x_{0}^{0}<x_{1}^{0}<\cdots<x_{k}^{0} \leqslant 1$. We will prove it inductively.
$x_{0}^{0}=0$ by definition, $x_{1}^{0}>0$ because we can choose it in such a way since the set from where we choose it is of positive measure. Let us see that $x_{2}^{0}>x_{1}^{0}$. In fact, $x_{2}>x_{1}$ and $\left(x_{2}^{0}, 0\right) \in \partial H_{2}$, we deduce that $x_{2}^{0}>x_{1}^{0}$ in the same way as we have proved that $(0, t) \notin \partial H_{2}$.

In the same way it can be proved that $x_{i+1}^{0}>x_{i}^{0}, i=2, \ldots, k-1$.
The proof is finished.
(2) Uniqueness. Suppose there exist two functions $u_{1}$ and $u_{2}$ in $L^{\infty}\left(0, T ; L^{1}(0,1)\right)$ which satisfy (1.1a, b, c, d, e). As $D_{t} u_{i} \in L_{\text {Loc }}^{2}(0, T$; $\left.L^{2}(0,1)\right), i=1,2$, it is easy to see that both functions

$$
v_{i}(x, t)=\int_{0}^{x} u_{i}(s, t) d s
$$

satisfy (1.2a, b, c).
We know that

$$
\lim _{t \rightarrow 0} v_{i}(x, t)=\lim _{t \rightarrow 0} \int_{0}^{x} u_{i}(s, t) d s=\mu([0, x))=F(x)
$$

if $F$ is continuous at $x \in(0,1)$. As $u_{i} \in L^{\infty}\left(0, T ; L^{1}(0,1)\right), \quad v_{i} \in$ $L^{\infty}((0,1) \times(0, T))$ and therefore

$$
\lim _{t \rightarrow 0} v_{i}(x, t)=F(x) \text { in } L^{1}(0,1)
$$

That is $v_{i}$ satisfies (1.2d) for $i=1,2$. By Theorem 0 we know that (1.2) has a unique solution, therefore $v_{1}(x, t)=v_{2}(x, t)$ a.e. $(x, t) \in(0,1) \times(0, T)$, and we deduce

$$
u_{1}(x, t)=D_{x} v_{1}(x, t)=D_{x} v_{2}(x, t)=u_{2}(x, t) \text { a.e. }
$$

The proof is finished.
Corollary. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ satisfy the hypothesis of Theorem 1. Let $\mu$ be a finite Borel measure on $[0,1)$. Then there exists one and only one function $u(x, t)$ that satisfies,
(a) $u_{t} \in L_{\text {Loc }}^{2}\left(0, T ; L^{2}(0,1)\right)$,
(b) $\varphi(u) \in C^{1}([0,1])$ in $x$, a.e. $t$ and $D_{x}(\varphi(u))(0, t)=0$ a.e.t.
(c) $u(1, t)=0$ a.e. $t$,
(d) $u_{t}=D_{x x}(\varphi(u))$ a.e. $(x, t) \in(0,1) \times(0, T)$,
(e) $u(x, t) \rightharpoonup \mu(t \rightarrow 0)$, that is,

$$
\int_{0}^{1} u(x, t) g(x) d x \rightarrow \int_{0}^{1} g(x) d \mu(x), \quad \text { for every } g \in C([0,1])
$$

Proof. (1) Existence. Let $u(x, t)$ be the solution of (1.1) obtained in Theorem 1. We know that if

$$
v(x, t)=\int_{0}^{x} u(s, t) d s
$$

then, if $F(x)=\mu([0, x))$,

$$
\begin{aligned}
V_{0}^{1} v(x, t) \leqslant V_{0}^{1} F(x) & \text { for every } \quad t>0 \\
\text { and } v(x, t) \rightarrow F(x) & \text { if } F \text { is continuous at } x .
\end{aligned}
$$

We will prove that $v(1, t) \rightarrow F(1)$ and then applying Helly's first theorem we will deduce that $u(x, t) \rightharpoonup \mu(t \rightarrow 0)$, and this will finish the proof of the existence.

We prove the following lemma and then we continue with the proof of uniqueness.

Lemma. Let $F_{n}, F$ be functions of bounded variation such that $F_{n}(0)=$ $F(0)=0$ and $V_{0}^{1} F_{n} \leqslant V_{0}^{1} F$ for every $n \in \mathbb{N}$. Suppose that $F$ is left-continuous and $F_{n}(x) \rightarrow F(x)$ if $F$ is continuous at $x \in(0,1)$. Then $F_{n}(1) \rightarrow F(1)$.

Proof of the Lemma. Let $\varepsilon>0$; there exist points of continuity of $F$, $0<x_{1}<\cdots<x_{N}<1$ such that

$$
\sum_{i=1}^{N}\left|F\left(x_{i}\right)-F\left(x_{i-1}\right)\right|>V_{0}^{1} F-\varepsilon
$$

and $x_{N}$ can be chosen arbitrarily close to 1 .
This election may be done in the following way. One can choose $N$ points of continuity of $F, x_{1}, \ldots, x_{N}$ such that if we put $x_{0}=0$,

$$
\sum_{i=1}^{N}\left|F\left(x_{i}\right)-F\left(x_{i-1}\right)\right|+\left|F(1)-F\left(x_{N}\right)\right|>V_{0}^{1} F-\varepsilon / 2 .
$$

As $F$ is left-continuous at $x=1$, we have $|F(x)-F(1)|<\varepsilon / 2$ if $1-\delta<x<1$ for some $\delta>0$. We choose the point $x_{N}$ of the partition on the interval ( $1-\delta, 1$ ), and we have what we wanted.

As $F_{n}\left(x_{i}\right) \rightarrow F\left(x_{i}\right)$ for $i=0, \ldots, N$, we have

$$
\sum_{i=1}^{N}\left|F_{n}\left(x_{i}\right)-F_{n}\left(x_{i-1}\right)\right|>V_{0}^{1} F-2 \varepsilon \quad \text { if } \quad n \geqslant n_{0}(\varepsilon)
$$

And on the other hand, as $V_{0}^{1} F_{n} \leqslant V_{0}^{1} F$ for every $n$,

$$
\left|F_{n}(1)-F_{n}\left(x_{N}\right)\right|+\sum_{i=1}^{N}\left|F_{n}\left(x_{i}\right)-F_{n}\left(x_{i-1}\right)\right| \leqslant V_{u}^{1} F .
$$

Therefore,

$$
\begin{aligned}
& \left|F_{n}(1)-F_{n}\left(x_{N}\right)\right|+V_{0}^{1} F-2 \varepsilon<\left|F_{n}(1)-F_{n}\left(x_{N}\right)\right| \\
& \quad+\sum_{i=1}^{N}\left|F_{n}\left(x_{i}\right)-F_{n}\left(x_{i-1}\right)\right| \leqslant V_{0}^{1} F \quad \text { if } \quad n \geqslant n_{0}(\varepsilon) .
\end{aligned}
$$

Then,

$$
\left|F_{n}(1)-F_{n}\left(x_{N}\right)\right| \leqslant 2 \varepsilon \quad \text { if } \quad n \geqslant n_{0}(\varepsilon) .
$$

As $F_{n}\left(x_{N}\right) \rightarrow F\left(x_{N}\right)(n \rightarrow \infty)$

$$
\begin{array}{r}
\left|\left(\lim \sup F_{n}(1)\right)-F\left(x_{N}\right)\right| \leqslant 2 \varepsilon, \\
\left|\left(\lim \inf F_{n}(1)\right)-F\left(x_{N}\right)\right| \leqslant 2 \varepsilon .
\end{array}
$$

As $x_{N} \in(1-\delta, 1)$ can be chosen arbitrarily close to 1 , and $F(x) \rightarrow F(1)$ when $x \nearrow 1$,

$$
\begin{array}{r}
\left|\left(\lim \sup F_{n}(1)\right)-F(1)\right| \leqslant 2 \varepsilon \\
\left|\left(\lim \inf F_{n}(1)\right)-F(1)\right| \leqslant 2 \varepsilon
\end{array}
$$

As $\varepsilon$ is arbitrary

$$
\lim _{n \rightarrow \infty} F_{n}(1)=F(1)
$$

The proof is finished.
We continue with the proof of the corollary.
(2) Uniqueness. Let $u_{1}$ and $u_{2}$ be two solutions of (1.4). As $u_{i}(x, t) \longrightarrow$ $\mu(t \rightarrow 0)$, there exist $\delta>0$ and $c>0$ such that $V_{0}^{1} v_{i}(x, t) \leqslant c$ if $0<t<\delta$, where

$$
v_{i}(x, t)=\int_{0}^{x} u_{i}(s, t) d s
$$

Therefore $\int_{0}^{1}\left|u_{i}(x, t)\right| d x=V_{0}^{1} v_{i}(x, t) \leqslant c$ if $0<t<\delta$.
Let us see that $\int_{0}^{1}\left|u_{i}(x, t)\right| d x \leqslant \int_{0}^{1}\left|u_{i}\left(x, t_{0}\right)\right| d x$ if $t>t_{0}$.
In fact, let $S(t)$ be the semigroup associated to the $m$-accretive operator $-D_{x x}(\varphi(u))$ with the corresponding boundary conditions (see [13]). We prove that

$$
u_{i}(x, t)=S\left(t-t_{0}\right) u_{i}\left(x, t_{0}\right) \quad \text { if } \quad t>t_{0}
$$

and this implies what we have stated above.

Therefore $u_{i} \in L^{\infty}\left(0, T ; L^{1}(0,1)\right)$. As $u_{i}(x, t) \rightarrow \mu(t \rightarrow 0)$,

$$
\int_{0}^{x} u_{i}(s, t) d s \rightarrow \mu([0, x)) \quad \text { if } \quad \mu(\{x\})=0
$$

Therefore, by Theorem $1, u_{1}(x, t)=u_{2}(x, t)$ a.e. $(x, t) \in(0,1) \times(0, T)$.
Let us prove that if $u$ is solution of (1.4), then

$$
u(x, t)=S\left(t-t_{0}\right) u\left(x, t_{0}\right) \quad \text { for } \quad t>t_{0}>0
$$

In fact, as $u_{t} \in L_{\text {Loc }}^{1}\left(0, T ; L^{1}(0,1)\right)$,

$$
u(x, t)-u\left(x, t_{0}\right)=\int_{t_{0}}^{t} u_{t}(x, z) d z \text { a.e. } x \in(0,1)
$$

therefore

$$
\int_{0}^{1}\left|u(x, t)-u\left(x, t_{0}\right)\right| d x \leqslant \int_{0}^{1} \int_{t_{0}}^{t}\left|u_{t}(x, z)\right| d z d x
$$

and we deduce

$$
\lim _{\wedge t_{0}} \int_{0}^{1}\left|u(x, t)-u\left(x, t_{0}\right)\right| d x=0
$$

Then $u(x, t)$ is a solution in $(0,1) \times\left(t_{0}, T\right)$ of

$$
\begin{aligned}
u_{t} & =D_{x x}(\varphi(u)), \\
\lim _{x \rightarrow 0} D_{x}(\varphi(u))(x, t) & =0 \text { a.e. } t, \\
u(1, t) & =0, \\
\lim _{\triangle t_{0}} \int_{0}^{1}\left|u(x, t)-u\left(x, t_{0}\right)\right| d x & =0 .
\end{aligned}
$$

By uniqueness we deduce that $u(x, t)=S\left(t-t_{0}\right) u\left(x, t_{0}\right)$ (see [13]). The proof is finished.

We prove now a theorem which states the existence of a weak limit (in the sense of measures) for every solution of the equation with the corresponding boundary conditions in $(0,1) \times(0, T)$.

Theorem 2. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a strictly increasing continuous function such that $\varphi(0)=0$ and there exists a constant $c>0$ with $|\varphi(p)| \geqslant c|p|$ for $|p| \rightarrow \infty$. Let $u(x, t) \in L^{\infty}\left(0, T ; L^{1}(0,1)\right)$ be a solution of
(a) $u_{t} \in L_{\text {Loc }}^{1}\left(0, T ; L^{1}(0,1)\right)$,
(b) $\varphi(u) \in C^{1}([0,1])$ in $x$, a.e. $t$ and $D_{x}(\varphi(u))(0, t)=0$ a.e. $t$,
(c) $u(1, t)=0$ a.e. $t$,
(d) $u_{t}=D_{x x}(\varphi(u))$ a.e. $(x, t) \in(0,1) \times(0, T)$.

Then, there exists one and only one finite Borel measure $\mu$ such that

$$
u(x, t) \rightharpoonup \mu(t \rightarrow 0) .
$$

If $u \geqslant 0$, then $\mu \geqslant 0$. If $u \leqslant 0$, then $\mu \leqslant 0$.
Proof. As $u \in L^{\infty}\left(0, T ; L^{1}(0,1)\right)$, there exist a sequence $\left(t_{n}\right)$ with $t_{n} \rightarrow 0$ and a finite Borel measure $\mu$ such that

$$
u\left(x, t_{n}\right) \rightharpoonup \mu(n \rightarrow \infty) .
$$

We will prove that $u(x, t) \rightharpoonup \mu(t \rightarrow 0)$.
Let $F$ be the distribution function of $\mu$ and let $v(x, t)=\int_{0}^{x} u(s, t) d s$. Then, we have $v\left(x, t_{n}\right) \rightarrow F(x)$ if $F$ is continuous at $x \in(0,1)$.

Let us observe that if $u \geqslant 0$ then $v$ is nondecreasing and therefore $F$ is nondecreasing. This implies that $\mu \geqslant 0$. Analogously if $u \leqslant 0$, then $\mu \leqslant 0$.
It can be easy proved that $v_{t} \in L_{\mathrm{Loc}}^{\mathrm{l}}\left(0, T ; L^{1}(0,1)\right)$ and $v(x, t)$ is a solution of

$$
\begin{aligned}
v_{t} & =D_{x}\left(\varphi\left(v_{x}\right)\right) \text { a.e. } \\
v(0, t) & =0 \text { a.e. } t \\
v_{x}(1, t) & =0 \text { a.e. } t, \\
v\left(x, t_{n}\right) & \rightarrow F(x) \text { a.e. } \quad(n \rightarrow \infty) .
\end{aligned}
$$

As $v \in L^{\infty}((0,1) \times(0, T))$ we have $v\left(x, t_{n}\right) \rightarrow F(x)$ in $L^{1}(0,1)$. We prove that $v(x, t) \rightarrow F(x)$ in $L^{1}(0,1)(t \rightarrow 0)$. In fact, let $w(x, t)$ be the solution of the problem

$$
\begin{aligned}
w_{t} & =D_{x}\left(\varphi\left(w_{x}\right)\right) \text { a.e. } \\
w(0, t) & =0 \text { a.e. } t \\
w_{x}(1, t) & =0 \text { a.e. } t \\
w(x, t) & \rightarrow F(x) \quad \text { in } \quad L^{1}(0,1) \quad(t \rightarrow 0)
\end{aligned}
$$

with $w_{t} \in L_{\text {Loc }}^{2}\left(0, T ; L^{2}(0,1)\right)$, given by Theorem 0 . Then $v$ and $w$ are two
solutions of the problem: differential equation + boundary conditions + the following initial condition

$$
w\left(x, t_{n}\right) \rightarrow F(x) \quad \text { in } \quad L^{1}(0,1) \quad(n \rightarrow \infty)
$$

with $t_{n} \rightarrow 0$ and $w_{t}, v_{t} \in L_{\text {Loc }}^{1}\left(0, T ; L^{1}(0,1)\right)$.
By the uniqueness of the solution of this problem (see the proof of the comparison theorem in [3]), we get

$$
v(x, t)=w(x, t) \text { a.e. }
$$

and therefore $v(x, t) \rightarrow F(x)$ in $L^{1}(0,1)(t \rightarrow 0)$.
As was proved in Theorem $1, V_{0}^{1} v(x, t) \leqslant V_{0}^{1} F$ for every $t>0$ and $v(x, t) \rightarrow F(x)(t \rightarrow 0)$ if $F$ is continuous at $x$.

Again as in the proof of the Corollary we deduce that $v(1, t) \rightarrow F(1)$ $(t \rightarrow 0)$ and therefore

$$
u(x, t) \rightharpoonup \mu \quad(t \rightarrow 0)
$$

The uniqueness is a consequence of the uniqueness of the weak limit of measures. The theorem is proved.

We will now prove a comparison theorem between the distribution functions of two solutions in terms of the distribution functions of the initial measures.

Theorem 3. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a strictly increasing continuous function. Let $u_{1}$ and $u_{2}$ be solutions of (2.1) with

$$
u_{i}(x, t)-\mu_{i} \quad(t \rightarrow 0), \quad i=1,2
$$

Suppose that the distributions functions of the initial measures, $F_{1}$ and $F_{2}$ satisfy

$$
F_{1}(x) \leqslant F_{2}(x) \quad \text { a.e. } \quad x \in(0,1) .
$$

Then

$$
\int_{0}^{x} u_{1}(s, t) d s \leqslant \int_{0}^{x} u_{2}(s, t) d s \quad \text { a.e. } \quad(x, t) \in(0,1) \times(0, T) .
$$

Proof. Let $\quad v_{i}(x, t)=\int_{0}^{x} u_{i}(s, t) d s . \quad$ Then $\quad D_{i} v_{i} \in L_{\text {Loc }}^{1}\left(0, T ; L^{1}(0,1)\right)$, $V_{0}^{1} v_{i}(x, t) \leqslant c \forall t$ (see the proof of the corollary) and $v_{i}$ satisfies
(a) $D_{t} v_{i}=D_{x}\left(\varphi\left(D_{x} v_{i}\right)\right)$ a.e.,
(b) $v_{i}(0, t)=0$ a.e. $t$,
(c) $D_{x} v_{i}(1, t)=0$ a.e. $t$,
(d) $v_{i}(x, t) \rightarrow F_{i}(x)$ a.e. $x$.

As $v_{i}(0, t)=0,\left|v_{i}(x, t)\right| \leqslant c$ a.e. and therefore $v_{i}(x, t) \rightarrow F_{i}(x)$ in $L^{1}(0,1)$ $(t \rightarrow 0), i=1,2$.

As $F_{1}(x) \leqslant F_{2}(x)$ a.e. $x$, we deduce that

$$
v_{1}(x, t) \leqslant v_{2}(x, t) \quad \text { a.e. }
$$

(see [13]). The theorem is proved.
This result has been proved by J. L. Vásquez (see [11]) in the case $\mu_{i}=\delta_{x_{i}}$, the measure of mass concentrated at the point $x_{i}$, or $\mu_{i} \in L^{1}(\mathbb{R})$ and nonnegative. He uses this result to estimate the free boundary of a solution with initial datum of compact support.

Theorem 4. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a strictly increasing continuous function such that $\varphi(0)=0$ and there exists a constant $c>0$ such that $|\varphi(p)| \geqslant c|p|$, $|p| \rightarrow \infty$. Let $u_{1}$ and $u_{2}$ be two solutions of (2.1) with

$$
u_{i}(x, t) \rightharpoonup \mu_{i}, \quad i=1,2
$$

Suppose $\mu_{1} \leqslant \mu_{2}$, then

$$
u_{1}(x, t) \leqslant u_{2}(x, t) \quad \text { a.e. } \quad(x, t) \in(0,1) \times(0, T)
$$

Proof. Let $v_{i}(x, t)=\int_{0}^{x} u_{i}(s, t) d s$, then $D_{t} v_{i} \in L_{\text {Loc }}^{1}\left(0, T ; L^{1}(0,1)\right)$ and $v_{i}$ is the solution of (3.1) with $F_{i}$ the distribution function of the measure $\mu_{i}$, and $v_{i}(x, t) \rightarrow F_{i}(x)$ in $L^{1}(0,1)(t \rightarrow 0)$.

As $\mu_{1} \leqslant \mu_{2}, F_{2}-F_{1}$ is nondecreasing and nonnegative because $F_{1}(0)=$ $F_{2}(0)=0$. Therefore $v_{1}(x, t) \leqslant v_{2}(x, t)$ a.e.

Let us remark that $v_{i}$ is continuous in $(0,1) \times(0, T)$. In fact, it is easy to see that $D_{t} v_{i} \in L_{\text {Loc }}^{1}(0, T) \forall x \in(0,1)$. We will prove that $D_{x} v_{i} \in L_{\text {Loc }}^{\infty}(0, T$; $\left.L^{2}(0,1)\right)$ and deduce that $v \in C((0,1) \times(0, T))$ as in Theorem 1 .

In fact, let $t_{0}>0$, then $u_{i}\left(x, t_{0}\right) \in C([0,1])$ and therefore it is a bounded function. As we know that $u_{i}(x, t)=S\left(t-t_{0}\right) u_{i}\left(x, t_{0}\right)$ for $t>t_{0}$,

$$
\left|u_{i}(x, t)\right| \leqslant \max _{0 \leqslant x \leqslant 1}\left|u_{i}\left(x, t_{0}\right)\right|, \quad t \geqslant t_{0}, \quad x \in(0,1)
$$

and therefore $D_{x} v_{i}=u_{i} \in L_{\text {Loc }}^{\infty}\left(0, T ; L^{\infty}(0,1)\right) \subset L_{\text {Loc }}^{\infty}\left(0, T ; L^{2}(0,1)\right)$.
We will prove that $v_{2}-v_{1}$ is a nondecreasing function of $x$ for every $t>0$. Suppose it does not happen. Let $t_{0}>0, x_{1}, x_{2}$ and $c$ be such that

$$
\left(v_{2}-v_{1}\right)\left(x_{1}, t_{0}\right)>c>\left(v_{2}-v_{1}\right)\left(x_{2}, t_{0}\right) \quad \text { with } \quad x_{1}<x_{2} .
$$

We may suppose that $c=0$; in fact we will prove the following, if $v_{2}$ is a solution of $(3.1 \mathrm{a}, \mathrm{b}, \mathrm{c})$, with $v_{2}(x, t) \rightarrow F_{2}(x)$ in $L^{1}(0,1)$ and $v_{1}$ is a solution of (3.1a, c) with $v_{1}(x, t) \rightarrow F_{1}(x)$ in $L^{1}(0,1)$ and satisfying
$\left(\mathrm{b}^{\prime}\right) \quad v_{1}(0, t)=c>0$ a.e. $t$,
and if $F_{2}-F_{1}$ is nondecreasing, then it is impossible that

$$
\left(v_{2}-v_{1}\right)\left(x_{1}, t_{0}\right)>0>\left(v_{2}-v_{1}\right)\left(x_{2}, t_{0}\right)
$$

with $x_{1}<x_{2}$.
This can be done because $w_{1}(x, t)=v_{1}(x, t)+c$ also satisfies (3.1a, c), and we know that $c>0$ because $v_{2} \geqslant v_{1}$ a.e.

We may also observe that if $F_{2}-F_{1}$ is nondecreasing, then it is also true for $F_{2}-\left(F_{1}+c\right)$.

Let then $G$ be the component of the open set,

$$
\left\{(x, t) \in(0,1) \times\left(0, t_{0}\right) /\left(v_{2}-v_{1}\right)(x, t)>0\right\}
$$

such that $\left(x_{1}, t_{0}\right) \in \partial G$.
Let $H$ be the component of the open set

$$
\left\{(x, t) \in(0,1) \times\left(0, t_{0}\right) /\left(v_{2}-v_{1}\right)(x, t)<0\right\}
$$

such that $\left(x_{2}, t_{0}\right) \in \partial H$. Then,

$$
\operatorname{meas}\{x \in(0,1) /(x, 0) \in \partial G\}>0
$$

In fact, if not, $v_{2}$ would be a solution in $G$ of the problem,
(a) $v_{t}=D_{x}\left(\varphi\left(v_{x}\right)\right)$ a.e.,
(b) if $(\tilde{x}, \tilde{t}) \in \partial_{p} G, \quad 0<\tilde{x}<1, \tilde{t}>\bar{t}$

$$
\text { (i) } \lim _{x \rightarrow \bar{x}} \chi_{G}(x, \tilde{t}) v(x, \tilde{t})=\lim _{x \rightarrow \bar{x}} \chi_{G}(x, \tilde{t}) v_{1}(x, \tilde{t})
$$

or
(ii) $\lim _{t \rightarrow \tilde{t}} \chi_{G}(\tilde{x}, t) v(\tilde{x}, t)=\lim _{t \rightarrow \tilde{t}} \chi_{G}(\tilde{x}, t) v_{1}(\tilde{x}, t)$
( $\left.\mathrm{b}^{\prime}\right)$ if $(0, t) \in \partial_{p} G$,

$$
\lim _{x \rightarrow 0} \chi_{G}(x, t) v(x, t)=0<c=\lim _{x \rightarrow 0} \chi_{G}(x, t) v_{1}(x, t)
$$

(c) if $(1, t) \in \partial_{p} G$,

$$
\lim _{x \rightarrow 1} \chi_{G}(x, t) v_{x}(x, t)=0=\lim _{x \rightarrow 1} \chi_{G}(x, t)\left(v_{1}\right)_{x}(x, t)
$$

(d) $\lim _{t \rightarrow i} \int_{0}^{1} \chi_{G}(x, t)\left|v(x, t)-v_{1}(x, t)\right| d x=0$,
where (d) holds because $v_{i} \in L^{\infty}((0,1) \times(0, T)$ and
(i) if $i>0, \quad\left(v_{2}(x, t)-v_{1}(x, t)\right) \chi_{G}(x, t) \rightarrow 0 \quad(t \rightarrow i)$
(ii) if $\bar{i}=0, \quad \chi_{G}(x, t) \rightarrow 0 \quad(t \rightarrow 0)$ a.e. $x$.

We may once more apply the comparison theorem in $\{3 \mid$ and deduce

$$
v_{2}(x, t) \leqslant v_{1}(x, t) \quad \text { a.e. in } G,
$$

which is an absurd.
As in Theorem 1, we deduce that $(0, t) \notin \partial H$ for every $t>0$ and we deduce that

$$
\operatorname{meas}(\{x \in(0,1) /(x, 0) \in \partial H\})>0
$$

Let us prove that

$$
\begin{array}{r}
\operatorname{meas}\left(\left\{x \in(0,1) /(x, 0) \in \partial G \text { and } F_{2}(x)>F_{1}(x)\right\}>0,\right. \\
\left(\operatorname{meas}\left(\left\{x \in(0,1) /(x, 0) \in \partial H \text { and } F_{2}(x)<F_{1}(x)\right\}\right)>0\right) .
\end{array}
$$

In fact, in $G($ in $H) v_{l}$ is a solution of (4.1a, $\mathrm{b}^{\prime} \mathrm{b}^{\prime}$ ) (this condition does not appear in the case of $H$ ), (4.1c) and
(d') $\lim _{t \rightarrow 0} \int_{0}^{1} \chi_{G}(x, t)\left|v(x, t)-F_{i}(x)\right| d x=0$

$$
\left(\lim _{t \rightarrow 0} \int_{0}^{1} \chi_{H}(x, t)\left|v(x, t)-F_{i}(x)\right| d x=0\right) .
$$

Therefore if we have $F_{2}(x) \leqslant F_{1}(x)$ a.e. in $\{x \in(0,1) /(x, 0) \in \partial G\}\left(F_{2}(x) \geqslant\right.$ $F_{1}(x)$ a.e. in $\left.\{x \in(0,1) /(x, 0) \in \partial H\}\right)$, we deduce

$$
\begin{gathered}
v_{2}(x, t) \leqslant v_{1}(x, t) \text { a.e. in } G, \\
\left(v_{2}(x, t) \geqslant v_{1}(x, t) \text { a.e. in } H\right),
\end{gathered}
$$

which is absurd.
Let then $x_{1}^{0}, x_{2}^{0}$ be such that $F_{2}\left(x_{1}^{0}\right)>F_{1}\left(x_{1}^{0}\right),\left(x_{1}^{0}, 0\right) \in \partial G$ and $F_{2}\left(x_{2}^{0}\right)<$ $F_{1}\left(x_{2}^{0}\right),\left(x_{2}^{0}, 0\right) \in \partial H$. As $x_{1}^{0}$ must be less than $x_{2}^{0}$ we have a contradiction.

Therefore $v_{2}-v_{1}$ is nondecreasing as a function of $x$ for every $t>0$ and then

$$
u_{2}(x, t)-u_{1}(x, t)=D_{x}\left(v_{2}(x, t)-v_{1}(x, t)\right) \geqslant 0 \quad \text { a.e. }
$$

The proof is finished.
Remark. With an argument similar to those used in Theorems 1 and 4, it
can be proved the following estimate (which was obtained by Pierre (see [9]) when $\mu_{i}$ are nonnegative measures),

$$
\int_{0}^{1}\left|u_{1}(x, t)-u_{2}(x, t)\right| d x \leqslant \int_{0}^{1} d\left|\mu_{1}-\mu_{2}\right|
$$

if $u_{i}$ is a solution of (2.1) with

$$
u_{i}(x, t) \rightharpoonup \mu_{i}, \quad i=1,2 .
$$
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